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ABSTRACT

Germanium thin films are used in integrated circuit electronic devices. Interest in germanium is due
to the high mobility of its electrons and holes. It can therefore be used among other things as a
high speed complementary transistor as well as in other devices. It is also used for making Ohmic
contacts in GaAs devices. In strained layer (Ge,51)/Si heterostructures, the band structure can be
modified, which leads to interesting electronic properties. This thesis concerns itself mainly with
phase formation in metal-germanium éystems. ;

Characterisation of samples after heating in a vacuum furnace was done by Rutherford Backscattering
Spectrometry (RBS) and X-Ray Diffraction (XRD). Ti-Ge, Pd-Ge, Zr-Ge, Fe-Ge and Cr-Ge thin film
systems were investigated. First phases found in these systems were TigGe;, PdyGe, ZrGe, FeGe.
and Cry;Geg respectively. Subsequent phase formation was also investigated. Results obtained were
compared to the predictions of the Effective Heat of Formation (EHF) model. Nucleation and phase
skipping was also investigated. In germanides non-congruent phases with more negative effective
heats of formation tend to form first in some systems (e.g. CoGe in the Co-Ge system). The two
systems Ti-Ge and Ni-Ge were chosen for detailed investigation because they have non-congruent
phases (viz. TiGe; and NiGe) with more negative effective heats of formation. An attempt is made
to nucleatethese phases as first phases. A statistical view to phase formation is also introduced. In
this model phase formation is described using elementary probability theory. Probabilities for atoms
to meet in correct ratios to formr phases are derived and used to predict first phases. Fractional heats
which are closely related to effective heats of formation are also introduced. The model also makes
use of diffusional and rotational activation energies to describe stability of phases against breaking
into constituent parts. These activation energies are not readily available, which is a disadvantage
of this model. Many models of phase prediction have been proposed in the past. Those of particular
note are the Walser-Bene model, kinetic model of Gosele and Tu, the Zhang and Ivey model as well
as the EHF model of Pretorius. These models as well as the statistical model developed as part
of this work are described and compared to each other. The EHF model is found to be the most.
successful of the lot. It can predict phase formation in silicides, germanides and metal-metal systems.
It can also predict phase formation sequence, phase decomposition, and the effect of impurities on
phase formation. The success of this model is due to it’s direct use of thermodynamic data, such
as heats of formation {AH®), and kinetics through the effective concentration of interacting species
at the growth interface. It can also explain why different experiments produce different first phases
in the same binary system at times.



ISINGENISO |

liemani (Ge) isetshenziswa ezingcwecwaneni ezakha amasekhethe ezinto zitkagesi. Okwenza kube
khona uthando olungaka ku-jemani kungenxa yokuthi ama-elekhtroni ayo akwazi ukugijima ngesivinin.
esikhulu. Lokhu kwenza ukuthi isetshenziswe kuma thransista njengalawo asemishinini yokubala.
Uma isetshenziswa ne GaAs, yenza ukuba lapho kuthintene khona izingcingo lungenzeki ushintsho
ekugobhozeni kukagesi. Uma yenziwe yacinezelana ne Si, kwi-(Ge,Si}/Si, imihubhe lapho kuhamba
khona ama elekthroni iyashintsheka. Ngenxa yalokhu ijemani iyasebenza ebunjiniyeleni obudinga
ushinstho emihubheni yama elekthroni. Lomquiu umayelana nokwenzekayo lapho kuhlanganiswe
khona izingcwecwe zalokho okusansimbi kanye ne-jemant.

Kudutshulwe ngezinhlayiyana ze-He (Rutherford Backscattering Spectrometry noma RBS) kwabuye
kwasetshenziswa imisebe enamandla (X-ray Diffraction Spectroscopy noma XRD) ukuthola ukuthi
yimaphi amafezi akhona kumasampula uma esefudunyezwe ngendlela efanele. Kuhlolwe ukwenzeka
kwalamafezi ezingewecweni eziyisiduli (solids) ze Ti-Ge, Pd-Ge, Zr-Ge, Fe-Ge kanye ne Cr-Ge.

- Kwatholakala ukuthi amafezi TigGes, Pd,Ge, ZrGe, FeGe ne Cry;Geg enzeka kuqala kunamanye.-

Ukulandelana ‘kwamafezi ngokuvela kwawo nako kuhloliwe. Okutholakele kughathaniswe nendlela
yokubhula i-Effective Heat of Formation (EHF). Amanye amafezi ayaye angaveli, nakuba elindelekile,
njenge CoGe kuma cwecwana ayisiduli enziwe nge Co ne Ge. Amacwecwe lapho kuhlolwe khona
kabanzi ngokungaveli kwamafezi yilawa, Ti-Ge ne Ni-Ge. Bekufunwa ikakhulukazi i TiGe; ne
NiGe. Kutholakala kulamacwecwe ukuthi ukushisa okuphumayo uma kubalwe ngendlela ye-EHF,
kukhulu kunakwamanye amafezi, yingakho nje kulindeleke ukuba avele kuqala. Kubuye kwenziwa
ngokokuqala indlela entsha yokubhula, esebenzisa amashansi okuhlangabezana kwama-atomu (
Statistical Model of Phase Formation). Kulendlela amashansi okuxhumana kwama-atomu ngendlefa
efanele ukuze kwakheke amafezi ayabalwa. Ukushisa okuphumayo uma amafezi enzeka okubalwe
ngalendlela kughathaniseka kahle naleyondlela ye-EHF. Lendlela entsha futhi isebenzisa amandla
adingwa ama-atomu lapho ehamba esimweni estyisiduli, nalapho ejikajika emi ndawonye, ukuthola
ukuthi kufukhuni kangakanani ukuthi amafezi asenzekile abuye ashabalale futhi. Okungekuhle kahle
ukuthi lamanani okehamba nokujikeleza akatholakali kalula. Izindlela ezenziwa esikhathini esedlule
ngabafokazi o- Walser-Bene, Gosele no Tu, kanye naleyo ka Zhang beno lIvey, ziye zahiolisiswa
zaghathaniswa naleyo ye-EHF. Kutholakale ukuthi indlela ye-EHF ibhula kangcono kunalezi ezinye.
Lokhu kwenziwa ukuthi yona isebenzisa ulwazi olwakhiwa kudata olumayelana nokusebenza kwezinto
uma zifudunyezwa. lbuye futhi isecbenzise ubungako be-elementi kwenye lapho zihlangana. Indleala
ye-EHF, iyakwazi ukuchaza ukuthi kungani kuthi lapho kwenziwa ukuhiola ngezindlela ezahlukene
kuvele imiphumela eyahlukene.
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CHAPTER 1

BACKGROUND AND SCOPE OF
INVESTIGATION

1.1 Introduction

Silicide and germanide thin films find a broad application in integrated microelec-
tl_:onic devices. The electronic properties of these devices can be influenced by the
chemical instability of the interfaces between different parts of the device. The
study of interface composition and stability is therefore of utmost importance. Of

_ special interest are reactions at metal-semiconductor interfaces. Though interfacial

FIGURE 1.1: Schematic illustration of a simple semiconductor device e.g. an
n-channel field effect transistor [1].
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reactions have been studied for a long time; [2—6], there is still a limited under-
standing of which constraints favour initial phase formation of one reaction product
over another. Fig. 1.1 shows the structure of an n-channel FET. In this device
the source and drain contacts to the two n-type regions in the p-type wafer must
form ohmic contacts, while the gate contact should be rectifying in character. FET's
are usually produced in both silicon and gallium arsenide and the choice of the
material with which to form the Schottky contact depends on the relative stability
of the metal and oxide contacts to the two semiconductors. Fig. 1.2 shows the
sequence of events required to fabricate a device e.g. a FET. The gate electrode is
a 510, polysilicon contact; while metal contacts are used for the source and drain
electrodes. Oné may start with a p-type silicon wafer and proceed through two
oxidations, four patterning steps (or lithography and etching processes), deposit
from a vapour phase polysilicon, an oxide dielectric and a metal layer, and a doping
operation to create the n-type source and drain regions in the wafer. The number of
individual processing steps required in the fabrication of a typical microelectronic
device is very large and each individual process must be controlled very precisely if
the yield of correctly functioning devices is to be high.

The process of making electrical connections between the various devices inside
a microelectronic chip and between the chip through package to the outside world is.
called metallization. This i1s done by means of thin films. Methods used to deposit |
these thin films include evaporation, sputtering and chemical vapour deposition.
The resistivity of the thin films muét be as low as possible (<50Q.cm) [1]. The films
should adhere strongly to both oxide and silicon surfaces. The electrical properties
of the contact between the metal and the silicon should be carefully controlled
(i.e. does one require an ohmic or rectifying contact 7). Additional technological
requirements include easy patternability in a lithographic process and very low cost.
Silicon is considered here as an example. An exposed silicon surf;ca.ce will quickly be
covered by a thin native oxide layer. Bond formation with the oxide materials is
necessary before satisfactory adhesion between the deposited metal and the substrate

is obtained. Noble metals like gold and copper, form weak bonds with most oxides
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FIGURE 1.2: Sketch showing stages required to fabricate a simple field effect
transistor (a) the starting material, a p-type silicon wafer; (b) the growth of a thick
oxide layer which will be used to isolate the devices; {c) patterning of the oxide
layer to define the area of the wafer in which the device is to be fabricated; (d) a
thin gate oxide is grown over the exposed area of the silicon wafer; (&) deposition
of palysilicon over the whole wafer; (f) patterning of gate contacts; (g) the gate
oxide 15 removed in areas not protected by the polysilicon; (h) n-type contact
regions are introduced by implantation or diffusion; (i) a second dielectric layer is
deposited over the whole wafer surface, and is patterned in(j); (k) the contacting
material is deposited; and patterned in (1) [1]. :
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and an intermediate ‘glue’ layer of titanium or chromium is often used to improve the
adhesion of gold conduction tracks. Aluminium on the other hand adheres strongly
and is capable of reducing satisfactorily the oxide layer at temperatures above 450°C

through the reaction

3510, + 4Al = 3Si 4+ 2A1,03 (1.1)

Gold is preferred in devices which are not hermetically packaged and are therefore
prone to atmospheric attacks. Unfortunately Al is soft and deforms easily under
an applied stress. Because of the widely different thermal expansion coefficients
between silicon and Al, a compressive stress is developed in Al films during heating
and these stresses are relieved by grain boundary sliding. Grains are forced out of
the film surface, and can in severe cases result in the formation of an open circuit
in the metallization. The problem can be reduced by constraining the film under a
glass layer.

In regions where the native oxide layer has been reduced by Al, Si will go into
solution in the aluminium film. This process is rapid above 300°C and resulis in
the transport of silicon away from the wafer surface. Voids will form in the silicon
wafer and will fill with Al thus forming Al ‘spikes’ in the wafer surface. At the tip
of these spikes the electric field across the contact will be greatly enhanced, and
can alter the electrical properties of the contact region. The problem of spiking can
be reduced by the introduction of a barrier layer between Si and Al such as a Ti
film. Al thin films also suffer from electromigration failure. Electromigration is the
transport of matter in response to the passage of an electric current. Diffusion in
thin films is much faster than in the bulk material because thin films are usually
crystalline and grain boundaries have a lower activation energy for diffusion than
bulk material. The large sﬁifa.ce area in thin films enhances diffusion because the
activation energy for sutface diffusion is usually smaller than the activation energy
for grain boundary diffusion. Current densities carried by thin films can be very
high (10 A.cm™2 or more). A simple method of increasing the resistance of thin
film conductors to electromigration, is to remove the principal transport paths,

the grain boundaries. Annealing will reduce the density of grain boundaries. One
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FIGURE 1.3: A comparison of the measured electromigration lifetime of a variety
of aluminium-based conductor alloys tested under identical conditions [1}.

may also reduce electromigration by adding a solute material e.g. the addition of a
small concentration of tantalum to a gold film increases the activation energy for
diffusion, while the addition of copper, magnesium and nickel to aluminium has
a similar effect. Fig. 1.8 shows a comparison of the measured electromigration
lifetime versus complexity of the thin film. It is interesting to not that the more
complex the thin film structure is the higher its resistance to electromigration. Most
of the abave mentioned problems (e.g. spiking, electromigration, corrosion etc.) can
be reduced by the use of barrier layers. Necessary features of an ideal barrier layer

are:

1. The barrier layer should be thermodynamically stable when in contact with

the two materials which it separates.

2. There should be no rapid diffusion of any of the two materials it separates

along the grain boundaries in the barrier film.

3. It should form low-resistance contacts with both materials.
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4. The barrier must adhere well to all the materials with which it is in contact.

5. The material of the barrier layer should not have an electrochemical potential
very different from that of the two materials it is separating, otherwise galvanic

corrosion cells can be set up in the metallization layers.

Table 1.1 gives a comparison of the properties of a selection of barrier layers used at
Al-Si contacts. The metallurgy of Al conductor on silicon technology has been locked
at. A brief description of ways in which simple structures must be modified to give
suitable electrical characteristics and long term stability is now looked into. Fig. 1.4
shows a composite three layer metallization structure for the interconnection of
devices on a silicon chip. Microelectronic semiconductor devices must be packaged

properly. The following are the requirements expected of packaging materials.
1. to provide electrical contact from the devices on the chip to the outside world.

2. to provide a way of removing heat from active regions of devices and dumping

it to heat sinks.

3. to protect the chip from chemical species which can attack the delicate con-

nection paths on the surface of the chip.

TABLE 1.1: A comparison of the properties of a selection of barrier layers used
at AL-Si contacts.

Metallization Approx. maximum Observed mode
structure  operating temp.  of failure

Al/PtSi/Si 350°C Compound formation
Al/TiSiy/Si 400°C Diffusion

Al/Cr/PtSi/Si 450°C Compound formation

- Al/Ti/PtSi/Si 450°C Compound formation
Al/Ti3Wr/PtSi/Si 500°C Diffusion

Al/TiN/PtSi/Si 600°C Compound formation

Al/TiC/PtSi/Si 600°C Compound formation
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FIGURE 1.4: A sketch of a three layer aluminium-based metallization scheme,
showing how the various thin film components can be brought together to form a
set of stable interconnects for an integrated circuit [1].

4. to render the chip capable of being handled. Normal device chips are very
small and fragile.

Table 1.2 lists some properties required from packaging and substrate materials.
It is known that the computing power (or density of data storage) available on
the surface of a chip increases greatly as the size of the individual device feature
is reduced and the devices packed more closely together. The speed at which the
devices operate is also increased as the lengths connecting the devices are shortened.
The power dissipated in the device decreases with the size of the device. It is possible
nowadays to pack together more than 1 million individual devices onto the surface of
a silicon chip of about lcm? area (placing many devices together which may be dif-
ferent is called device integration). Problems encountered in the fabrication of these
very small devices arise because the requirements for performance of components are
stringent and it is not easy to find suitable materials to act as reliable conductors
and insulators. The miniaturization of devices also increases the amount of waste

heat generated per unit area of the chip, even though the heat lost by each device
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TABLE 1.2: A table listing properties required from packaging and substrate
materials.

Property _ Importance
High strength To support chip
High elastic modulus ‘and metallization -

High thermal shock resistance
High resistivity For electrical isolation of chip

Chemical stability To ensure no reactions with
' metal tracks or processing chemicals

High thermal conductivity To remove waste heat

Thermal expansion coefficient Should be matched to silicon
to reduce stresses on chip

Low dielectric constant To lower microwave losses
* Surface smoothness For ease of thin film deposition
Low porosity Reduces outgassing after packaging
Low cost * To reduce the cost of complete device packages

is reduced. Packages (and materials used for packaging) must be well chosen and
designed to provide good thermal contact between the chip surface and the external
heat sinks. Chemical reactions which degrade the performance of metallization

systems are much more rapid at higher temperatures.

1.2 Solid-Solid Interaction

Suppose two solid films, one made up of element A and the other made up of
element B are deposited one after the other onto a non-reactive substrate as shown

in Fig. 1.5. A could be a semiconductor or metal (e.g. Ge or Pt) while B could be
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FIGURE 1.5: A sketch showing a binary thin film couple.

a metal (e.g. Pt). If the temperature at which the thin film couple is held is high
enough a chemical reaction will take place at the interface joining the two films, thus
producing new compound phases. Because of the increased interest in thin-film basic
research and applications there has been many publications on aspects concerning
compound phase formation at such an interface. In spite of these investigations
many aspects of the processes responsible for compound formation are not yet fully

understood.

1.2.1 Solid-state thermodynamics

Heats of formation (A H®) and entropies (A S°), can be calculated if the change
in the heat capacities at constant pressure (AC),) of the reactants and products
is known. Heat capacities are however not generally available over the complete
temperature range and are usually tabulated for temperatures above 298°K, and
are used to calculate the variation of heats of formation (AH®) and entropies
(AS°) as a function of temperature. When reactions occur in the solid state, the
changes in heat capacities are nearly zero. This is due to the fact that the heat
capacity of the product is approximately equal to the heat capacity of the reactants
(AC, = 0). This is called the Neuman-Kopp rule frl. 'I“he validity of this rule is
demonstrated by Table 1.3. This table shows that the temperature dependence of
the standard heats of formation is negligible and that (A Hig.), can be used at any

temperature of practical interest. AS® is also negligibly dependent on temperature.
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TABLE 1.3: Calculated A Hr values from heat capacities given in ref [7] for some
binary intermetailic compounds as a function of temperature.

Compound  AHaes AHyg AHsop AHgoo AHje00
kJ/(mole.at) kJ/(mole.at) k/{mole.at) kJ/(mole.at) kJ/{mole.at)

AuSb, —6.5 —6.4 ~6.4 -6.3 —
AuSa -15.2 ~15.3 ~15.4 — —
AuZn —21.7 —27.6 -27.5 —274 ~27.0
CoSi ~50.2 —50.2 ~50.2 —50.1 —
CoSig —34.3 —34.3 -34.2 ~34.2 —
CrsSis  —35.0 —34.9 -34.9 -3438 —349
CrSi . -30.2 ~30.1- —30.0 ~29.9 ~29.8
~ CrSiz ~25.8 —25.8 -25.9 —25.9 ~25.9
CusMg —-11.7 ~11.7 —11.8 -11.7 —
Mg,Si 264 ~26.4 ~26.5 ~26.5 —
Mn3Si —31.1 —31.0 ~30.9 -30.7 —
Mn; Sia —41.6 -41.6 —416 —41.6 —42.0
MnSi —415 —41.5 -415 —41.6 —41.9
Mn, ;Sisg —28.7 -282 —275 ~26.8 —22.5
Ni;Si ~46.9 —471 - —4T4 480 —
NiSi —42.4 426 428 -432 —
NiSiy -29.2 —29.2 —29.3 ~29.4 —
ResSis -19.7 ~19.7 —19.6 ~19.5 ~19.1
V3Si —45.2 ~45.2 —45.3 —45.4 ~445
VSia —40.2 —40.2 ~40.2 —40.2 —40.3

If, however any phase transition points are encountered, the ::.orre3ponding heats
of transformation, fusion or evaporation must be considered. For alloy phases and
inter-metallic compounds no great error is made if the normal entropies of ordered
alloys are taken additively. For disordered alloys a term proportional to the entropy
of mixing must be added. |
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The change in Gibbs free energy at constant temperature is given by
AGT = AHj — TAS4, (1.2)

Using the heat capacities from reference I'T], for compounds referred to in this
work, the variation of the heat of formation AH®° has been calculated at various
temperatures and are shown in Table 1.3.  The validity of the Neumann-Kopp
rule is clearly demonstrated, showing that the temperature dependence of standard
heats of formation is negligible and that AHj,, can be used at any temperature of
practical interest. Similar arguments show that AS® is also negligibly dependent on
temperature.

The arguments presented above imply that the standard values (at T = 298°K)
of enthalpy and entropy can be used for thermodynamic calculations at any tem-
perature. Furthermore, since all these reactions occur in the solid-state, the Gibbs
free energy, can be approximated by the standard enthalpy of reaction alone, as the
change in entropy may be considered to be zero for the majority of systems. To

investigate the validity of this statement we note that equation
AGY ~ AHS - (1.3)

can be written only when the TAS3, term is small compared to AHjo,. In Table
1.4 the contribution that the entropy term T A S35 makes to AGY is calculated as a
percentage of the enthalpy AHjg, [8]. This is an upper limit imposed by assuming
the temperature (°C) of practical interest to be 1 of the liquidus minimum of the
binary system. It can be seen that apart from the palladium silicides there are
only six other compounds for which the entropy term contributes more than 10%
of the enthalpy to the free energy change AG® (see Table 1.4). Furthermore, it
should be pointed out that the relative AG® values should be compared for a certain
binary system. For instance for all the palladium silicidg phases the entropy terms
are negative and AG® therefore changes in the same direction. As thermodynamic
quantities are in any case not known with greater accuracy than about 10% (7], the
change in enthalpy (AH°®) is with a few exceptions a very good approximation for

the free energy change (AG®) during solid state compound formation.
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TABLE 1.4: The contribution of the entropy term TAS® to the Gibbs free
energy change AG®, as a percentage of the enthalpy AH® at a temperature
T = 273 + 1t;,, where t, is the liquidus minimum (°C) of the binary phase
diagram. Percentages greater than 10% are underlined[8].

Compound AH?® AS® im TAS® %
(kJ/mole.at) (J/deg.mole.at) (*C) (klI/mole.at)

Metal-Metal

AgsTe ~120 +6.23 117 4243 202
AuPb, -19 —0.77 71 —0.26 139
AuShy -6.5 —6.40 120 —252 387
AuSn —-21.2 —0.25 T2 —0.09 0.4
CuMg; ~5.3 _207 162 -090 170
CuzMg —-6.9 —-0.33 162 -0.14 2.0
Cu,Sb -8.1 - 4493 175 +2.21 27.3
NigAl -41 —1.05 213 —0.51 12
NiAl --59 —2.05 213 —-1.00 1.7
NiyAlg —-57 —1.66 213 —0.81 1.4
NiAly —38 —-1.03 213 —0.50 1.3
Ni,Ge —-21.4 —0.03 254 -0.02 0.1
PbTe —-34.5 —2.30 109 —0.88 26
TiAl ~-38 -3.30 220 -1.63 4.3
TiAl; -37 - —5.23 220 —2.58 7.0
Metal-Silicon

CoSi —50.2 -3.10 398 —2.08 41
CoSia _ -34.3 -123 398 —0.83 24
CrsSi -34.4 —0.90 435 —0.64 1.9
Cr5Si3 -35.0 -0.70 435 —0.50 14
CrSi —-30.2 +0.80 435 +0.57 1.9
CrSig —258 -0.90 435 —0.64 25
FeSi -39.3 - =215 400 —1.45 3.7
Mg,Si ~26.4 —6.77 213 - -3.29 125
MnaSi - -31.1 —2.80 34T —1.74 5.6
MnsSia ~41.6 +2.75 347 +1.71 41
MnSi ~41.5 —2.20 347 -1.36 3.3
Mn13Siss --28.7 =294 347 —1.82 6.4

Cont...
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Compound AH® AS® m TAS® %
(kJ/mole.at) (J/deg.mole.at) (°C) (kJ/mole.at)

Mo3Si -29.1 +0.38 467 +0.28 10
MosSis -38.8 +1.01 467 +0.75 20
MoSi, —43.9 ~—0.40 467 —{.30 0.7
NbSi, —46.0 ~1.40 434 -0.99 22
Ni5i —42.4 ~2.15 321 -1.28 3.0
NiSi, —29.3 —0.70 321 -0.42 14
PdsSi —29.2 ~13.00 270 -7.06 24.2
PdsSiz ~31.1 1380 2710 749 241
PdsSi —38.5 ~-15.40 270 -8.36 217
Pd,Si —43.0 ~15.90 270 ~-8.63 20.1
PdSi —26.2 —5.00 2770 -272 104
ResSia -19.7 +2.14 375 +1.39 7.04
ReSig —30.1 +0.01 375 +0.01 0.0
ScsSis —69.0 —2.48 333 ~1.50 22
Tas51 - —40.9 +1.17 462 +0.86 21
TasSi3 —41.8 +2.11 462 +1.55 3.7
TaSia -324 -1.27 462 —0.93 29
ThsSi, -55.9 —6.26 455 —4.56 8.2
ThSi —~63.0 —4.70 455 —-3.42 54
ThaSis —59.7 -2.77 455 —2.02 34
ThSis —~56.9 —0.63 455 —0.46 0.8
TisSia —~724 +1.03 443 +0.74 1.0
TiSi ~78.6 —0.20 443 —0.14 0.2
TiSiz -57.0 -2.33 443 -1.67 2.9
UaSi -23.0 —0.62 328 —0.37 1.6
U351z ~-34.1 +1.80 328 +1.08 32
USi ~42.3 —1.25 3z —0.75 1.8
UsSis ~44.3 -1.71 328 -1.03 23
USi, 432 -2.00 328 120 2.8
USia -326 ~0.07 398  —004 0.1
VSt —45.2 ~1.05 467 —D.78 1.7
V5Sia —58.0 +0.92 467  +068 1.2
V5is —40.2 ~-2.70 467 -2.00 5.0
WisSia -169 +1.28 464 +0.94 5.6
WSis ~31.0 ~2.10 464 —155 5.0
ZrSiz ~53.1 —2.60 453 -1.89 3.6

13
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1.2.2 Miedema model

The ma?:roscopic atom model of Miedema [9] for calculating heats of formation is a
semi-empirical model that relies on qualitative experimental information. Two con-
stants which play a role in the cohesion of alloys are introduced into the model. It is
assumed that the properties of the bulk metal can be assigned to macroscopic ‘atoms’
and that the heat of formation may be calculated as a function of concentration.
Physical quantities of interest included in the model are the electron density at the
surface of the Wigner-Seitz cell, nws and an adjusted value of the work function, ¢*
. Two contributions to the enthalpy are introduced when considering the energetics
of the contact interactions of dissimilar atoms. A positive contribution to AH® [9]
results from the fact that the elimination of discontinuities in electron density when

dissimilar atoms are in contact requires energy. One obtains a term,
1
yileLd 3 2
AHYp o Q(Anjys)

A negative term corresponding to stable alloys and inter-metallic compounds should
exist. As the two cells are brought together there will not only be charge redistribu-
tion inside the cells, but there might also be a net transfer of charge. This transfer

of charge corresponds to a negative ionic contribution to the heat of formation [9]:
AHRGp < —P(A§Y

where P and ) are proportionality constants. For alloys of a transition metal and

a polyvalent non-transition metal an additional negative term has to be included in

the heat of formation. It is thought that hybridization effects, which occur when

p-type and d-type wave functions are mixed, play a role. If A and B are both

transition metals the heat effect for a dilute solution of A in B is given per mole of

A by ' - ~
| [l _ gk | 2P £ Q(Aniy)?

-3 -3
: _ nws.a + Nwss

(1.4)

The degree f# to which A atoms are surrounded by B atoms is

AH" = CffAHY p. (1.5)
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The atomic fraction of A (C4) normalizes the units of the heat of solution in kJ per
mole of A atoms to kJ per mole of atoms. For a random alloy, fA is determined .
statistically by the fraction of the total atomic surface belonging to B, whereas in
the case of ordered alloys {compounds) an empirical expression, accounting for the
preference of atoms to be surrounded by dissimilar neighbours, is used. The average
of A in B and B in A is taken to avoid discontinuities. ‘

The Miedema model is for atoms in the metallic state. It can be extended
to non-metallic atoms, such as Si and Ge, if a suitable “metallic” state of an
atom is considered. Whenever a non-transition metal is a semiconductor in its
reference state, which is taken to be at standard temperature and pressure, instead
of metallic, and the heat of enthalpy is predicted with respect to its metallic state, a
positive transformation enthalpy is required to account for this structural stability.
An additional term, AH"*** is used fo convert a semiconducting element into a
hypothetical metallic one. It’s value for Si is +34 kJ (mol at.)~!. For Ge it is +25
kJ (mol at.)™*.

1.3 Compound Phase Formation

The formation of compound phases in thin films has been the object of careful
observation and study for a long time [10]. It has been found that in a binary thin
film not all compound phases, as they appear in the equilibrium phase diagram,
grow at the same time. In thin films one compound phase usually grows until one
of the unreacted element has been consumed before the next phase begins to grow.
It is not unusual to find many compound phases growing simultaneously in bulk
'couples(glﬂpm). One is not only interested in the first pha.se but also in the order

in which the phases follow each other during growth.

1.3.1 Prediction of phase formation

The Walser—Bene Model
The model predicts the first phase that nucleates at subeutectic temperatures in

a thin film reaction couple. It is for reactions that are carried out isothermally.
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It is postulated that the interface consist of a ‘metallic glass’ whose concentration
is near the lowest-temperature eutectic in the binary system under consideration.
The interface region is increased by diffusion upon annealing, until the region is
metastable, at which point the first phase begins to nucleate. Nucleation should
favour congruently melting phases over noncongruent phases. This is due to the
fact that there is an energy barrier associated with the large rearrangement in short
range order (SRO) required to go from a liquidlike SRO to the crystalline SRO for
noncongruent phases at the same concentration. ¥or congruent phases there is a
much smaller change in SRO when the phases go through at the freezing point.
Taking these considerations into account, the model states that the first compound
nucleated in planar binary reaction couples is the most stable congruently melting-
compound adjacent to the lowest temperature eutectic on the bulk equilibrivm phase
diagram. The most stable compound is indicated by a higher melting temperature.
Tsaur ef al. [3] extended the model to subsequent phase formation in metal silicon
systems. According to them the second phase formed is the compound .with the
smallest AT that ezists in the phase diagram between the composition of the first
phase and the unreacted element. AT is defined as the temperature difference
between the liquidus curve and the peritectic(or peritectoid) point. AT is zero for
congruently melting compounds. The fact that this model did not work for metal-
metal systems flew into the face of the explanation that non-congruent phases do
not nucleate because of energy barriers due to SRO. The model was extended to
metal-metal systems by relaxing the requirement of congruency. Also the existence
of a glassy membrane could not be proved. In spite of these setbacks the model can

predict phase formation in a significant number of systems.

The Effective Heat of Formation Model -

Suppose a compound A;_.B. is to be formed at an effective concentration z’ of
element B at the growth interface, then element B will be the limiting element if
z' < z. ¥ AH® is the heat of formation of the compound phase A,_.B; with = the

compound concentration of the limiting element B, then the heat released is dictated
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by the effective concentration of the limiting element and the concentration of the
limiting element in the compound to be formed. An effective heat of formation AH’

can therefore be defined [11-15] as:

AH — AH° x effective concenirati(?n Iiﬁmit_irfg element — AN x z (1.6)
compound concentration limiting element x

where AH' and AH® are expressed in kJ per mole of atoms. With eq. 1.6 the
effective heat of formation of any compound can be calculated as a function of
the concentration of the reacting species. This is shown graphically for the Pd-
Si system [16] in Fig. 1.6. To facilitate identification, solid lines are used to
indicate compounds that are congruently melting, while dashed lines are used for
non-congruent compounds. To predict phase formation using the EHF model, it is
however necessary to know the effective concentrations of the two reacting species
at the growth interface, which is chosen to be at the liguidus minimum {11-15] of
the binary system. The liquidus minimum for the Pd-S) binary system is at 15.5
at.% Si and 84.5 at.% Pd and it can be directly seen from Fig. 1.6 (top) that the
congruent phase Pd,Si has the most negative AH' at this effective concentration and
is thus predicted to form first, in agreement with experimental observations A rule
for silicide and germanide first phase formation based on the EHF model {11, 15]

states:

The first compound to form during metal-silicon or metal-germanium
interaction is the congrueni phase with the most negative effective heal
of formation (AH') at the concentration of the liguidus minimum of the

binery system.

Table 1.5 gives a comparison between the observed first phase and the phase as
predicted by the EHF model for metal-silicon interaction.

In cases where the binary system does not have congruent phases, the non-
congruent phase with the most negative effective heat of formation forms first.

For metal-metal systems the phase found to form first is the phase with the

most negative A H', irrespectiveof whether it is congruent or non-congruent {13-15].
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FIGURE 1.6: Effective heat of formation diagram (top) and the corresponding
phase diagram (bottom) for the Pd-Si binary system. Each triangle of the top
diagram represents the energy released as a function of concentration during
formation of a particular silicide phase.
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TABLE 1.5: Comparison of observed first phase formation and predicted first phase
in silicides using the effective heat of formation (AH') model. The effective heat of
formation is calculated at the concentration of the liquidus minimum of the binary phase
diagram. The predicted compounds are those congruent phases with effective heats of
formation (A H') within 5% of the congruent phase with the most negative AH'. [8]

System Liq. Min. Predicted Atoms per Congru- AH! Observed Ref.
(at.% Si) Phases - Unit Cell ency kJ{(molat.)”' Phases
Ca 5.6 Ca;Si 12 cC —11.72 CagSi [17]
Co 225 CoySi 12 C —26.01 Coa5i [18-23]
Cr 82 CrSiz 9 C -13.95 CrSiy [3,18,23-27)
Cu 30 Cu;55is @ C —3.68 CupgSis  [18]
Er 85 Eir3Sis ¥ ? -29.80  ErSis  [18,28)
ErSi 8 7 -22.98
ErsSia 16 c ~15.12
Fe 33 FeSi 8 C —25.94 FeSi 18,29}

Gdo 15.3 GdsSia 16 C —2505 —
: GdSi; 130,31}

Hf 92 HfSi 8 C —14.42 HfSi [18,32,33)
Mg 1.2 Mg, Si 12 C —0.95 Mg Si {34}
M= 21 MnusSiy 16 C ~23.30 —

Mn,Si 9 {35)
MnSi {18,36)

Mo 98.3 MoSiz 6 c —2.24 MoSi; (18,370]
Nb 95 NbSiy 9 c ~6.90 NbSi; [18,39)
Ni 46.5 NiSi 8 c ~39.43 —
Ni;Si 6or 12 c -37.64  NigSi [18,41-49)
Os 88 Os,5iy 40 c ~6.81 02,813  [18,50)
Pd 15.5 Pd,Si 9 c -19.99  Pd;Si {18,34,39,51,52]
Pt 23 Pt,5i 6 C -32.91 Pi,5i {51,53-55)
Rh 68.5 RhSi 8 c -27.59  RhSi f18&,56]
Ru 83 RuSi 8 C ~11.02 -
Ru,Sia 40 C -~10.88 RuzSis [18,50]
Ta 99 TaSiz 9 c ~0.97 TaSiz {18,39]
Ti 8479 TiSiz 24 c ~27.36 TiSiz [18,57,34,58-67]
TisSis  [32,58,66-69)
TiSi [18,32, 58,6365, 69-73]
v 97 VSig 9 C -3.62 VSiy [18,34,39,74)

W 99 WSiz 6 C -0.93  WSi, {18,28,39,40,75)
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Agreement between predicted phases and experimentally observed first phases is in

this case also good.

1.3.2 Phase formation sequence

An excellent review article [15] discusses how phase formation sequence may be
predicted using the EHF model. The Cr-Si system is used here as an example.
The first phase to form in this system is CrSi;. If a thin layer of Cr (Cr<5i) is
deposited on a thicker Si substrate, all the Cr will be consumed to form CrSi;.
There will be leftover Si. The effective concentration at the interface will move to
values greater than the composition of CrSi; in Si. But there are no equilibrium
phases corresponding to such compositions, thus no other new phase will form. If
a thicker layer of Cr is deposifed on a thinner layer of Si, CrSi; will as before be
the first phase to form. This phase will grow_until ail Si is consumed. The effective
concentration of the reactants at the Cr-CrSi, interface will become more Cr-rich
until a concentration of about 60% Si, where CrSi is expected to form (CrSi has the
most negative effective heat of formation at this concentration). This phase (CrSi)
1s however non-congruent and will be skipped. The congruent phase CrsSi; will
form as a second phase. As the concentration at the interface changes further, the
phase CrsSi will finally form. These predictions are consistent with what is found
experimentally.

Each of these phases in the order predicted should form, provided factors such
as non-congruency, nucleation ba.rriefs, etc. do not inhibit their formation. It was
found that in the case of silicides, phases with a large AT, tend to be skipped in
the sequence [15). The above argument also holds for the germanides in general. A

rule for phase formation sequence [15] could therefore be formulated which states:

‘After first phase formation in metal-Si or metal-Ge systems the effective
concentration moves in the direction of the remaining element and the
nezt phase to form at the growth interface is the next phase richer in
the unreacted element, which has the smallest temperature difference AT

between the peritectic (or peritectoid) point and the liguidus. (AT = 0
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for congruent phases.)’

As stated above, this rule holds in general for the germanides.

1.4 Importance of Germanides

Germanium crystals doped with either nickel or gold can be used as photoconductors
in the near-infrared range of the electromagnetic spectrum. The dopants create
aciceptor states at 0.23 and 0.15¢V above the valence band edge, respectively, and
the electrons can be excited from the top of the valence band into these unoccupied
states thus leaving holes in the valence band. Germanium devices must be cooled
to about 77K to avoid thermal excitation of electrons to fill the acceptor states. Ge
is therefore used in photon detection systems e.g. v -ray detectors.

Germanium can also be used in GaAs solar cells. The GaAs homojunction solar
cell is highly efficient and it can be built on a cheap substrate material like Si. Unfor-
tunately, the large misfit at the heterojunction results in a solar efficiency of about
half that achieved in homojunction GaAs substrates. One possible way of improving
the performance of these devices is to include another layer between the silicon and
the GaAs in an attempt to reduce the density of threading dislocations propagating
into the active region of the solar cells. The lattice parameter of germanium is
almost exactly the same as that of GaAs. Tsaur et al.[1] have demonstrated that an
epitaxial germanium layer can be grown on the silicon substrate. When an epitaxial
GaAs layer is grown on the germanium, the density of threading dislocations which
propagates across the Ge/GaAs interface is relatively low (see Fig. 1.7). Optical
fibres used in communication systems are made from silica ‘doped’ with germanium,
or more properly germania, GeQ; . The addition of germania alters the refractive
index of the silica, and a fibre with a germanium-rich core region of higher refractive
index than the outer cladding layers will act as a waveguide along which an optical
beam will propagate by total internal reflection (see Fig. 1.8). The high mobility
of both electrons and holes in germanium make it suitable for use in high speed
devices(e.g. complementary transistor). It is also used in strained layer (Ge,Si}/Si

heterostructures. These structures consists of thin, non-lattice matched layers,
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FIGURE 1.7: (a). A sketch of a GaAs homojunction solar cell in a thin epitaxial
film grown on a silicon substrate. Threading dislocations are shown propagating up
from the hetero-interface into the GaAs layer. (b). Shows a multilayered Ge/GaAs
on silicon structure which can be used to reduce the dislocation content in the top
GaAs layer which is where the homojunction solar cell is prepared [1].
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FIGURE 1.8: The structure of a germanium doped silica fibre, showing the core
region along which the light propagates by total internal reflection [1].

grown epitaxially without generating misfit locations and has a variety of interesting

properties which are attributed to band structure modification. Germanium make

. ohmic contacts on GaAS devices.

1.5 Scope of Investigation

The implementation of the germanium technology réquires an understanding of the
solid state interaction of germanium with other elements. This will lead to increased

device reliability and better reproducibility. A study of germanides will lead to a
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better understanding of the fundamental physics of solid-state interaction, when
a comparison is made of germanides and other systems (e.g. silicides and metals)
which have received extensive attention in the past. This study concerns itself with
prediction of compound phase formation in germanides. Samples, which are first
annealed in vacuum are characterised using RBS and XRD. These techniques as
well as sample preparation methods are described in chapter 2. In chapter 3 phase
formation sequence is investigated in the systems Ti-Ge, Pd-Ge, Z1-Ge, Fe-Ge and
Cr-Ge. Results obtained after RBS and XRD analyses are then compared to the
predictions of the EHF model. Chapter 4 deals with the question of nucleation
and phase skipping in germanides. The systems Ni-Ge and Ti-Ge were chosen for
detailed investigation because they have non-congruent phases with more negative
effective heats of formation than congruent phases in the same system. An attempt
is made to nucleate these non-congruent phases as first phases. Chapter 5 introduces
a Statistical model of phase formation. In this model probabilities of atoms to meet
in the correct ratio to form clusters that lead to phase formation are introduced.
Stability of clusters against breaking into constituent parts through diffusion and
rotations of atoms on site (where covalent bonding is involved) is also discussed.
Fractional heats are defined and related to effective heats of formation. Chapter 6
compares the more popular models of phase formation to each other. These are the
Walser-Bene, the kinetic model of Gosele and Tu, the Zhang and Ivey model, the
Effective Heat of Formation model as well as the statistical model which forms part

of this investigation. Chapter 7 sumrnarises this investigation.



CHAPTER 2

EXPERIMENTAL METHODS

2.1 Sample Preparation
2.1.1 Substrate preparation and cleaning

Oxidized substrates of silicon which are about 280gm thick and 50mm in diameter
were used. Si0Q; is known not to interact with most metals at moderate tem-
peratures. The thickness of the silicon oxide layer was in all cases more than 3
000A to prevent interaction between the deposited layers and the underlying silicon
substrate. The substrates were cut to squares of edge 13 mm. The relatively large
surface areas help one to obtain larger signals when compound phase identification
is done using X-Ray Diffraction. The substrates were cleaned first in methanol, ace-
tone, trichloroethylene, acetone, methanol and then distilled water in an ultrasonic
bath. The resistivity of the distilled water was better than 10MQ.cm. Wafers were

then attached onto aluminium holders and loaded into a high vacuum chamber.

2.1.2 Vacuum deposition

The evaporator has three crucibles into which elements to be evaporated are loaded.
The crucibles can be moved from the outside so that each of the three can be
placed in the path of the electron beam in turn. The electron beam supplies the

heating to the crucibles. Crucibles were cleaned before introducing the elements

24
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to be evaporated. Each crucible is separated and shielded from that adjacent to
it by partitions which are 20mm in height to prevent cross-contamination during
depositions. Electrons are supplied by the electron gun. The filament current can
be varied thus changing the electron beam current which in turn alters the rate
of deposition. Sample holders, each of which can take up to seven samples, are
loaded face down on a rotating platform which can take up to six sample holders.
A qua.rté monitor was used to find the rate at which depositions were done as well
as thicknesses of evaporated layers. All depositions were done in vacuum. Vacuum
was maintained by means of ion pumps, sublimation pumps, cryopanel and a turbo-
pump. The top part of the evaporator can be isolated from the bottom part by
means of a baffle valve (see Fig. 2.1). This valve was kept closed during cleaning
of crucibles and re-loading of samples, so that the bottom part was at a pressure of

better than =5 10~%kPa. Pressure measurements were taken by means of a Penning
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FIGURE 2.1: Sketch showing the high vacuum evaporation system
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gauge in the range 103kPa to 10~8kPa.

The ion pump consists of pumping elements which. are surrounded by a strong
magnetic field. Each pumping element consists of a multi-cell anode structure
between two titanium cathode plates. A voltage of about 6000V is maintained
between the anode and cathode. Electrons moving from cathode to anode are
forced by the magnetic field to spiral, thus increasing their path and probability
of colliding with gas molecules. Collisions ionize the gas. Positively charged gas
ions are accelerated by the electric field and move towards the titanium cathode.
This effect sputters the titanium atoms. Titanium then getters the oxygen a.nd
nitrogen part of the gas. The gettering action of the ion pumps is increased by
sublimation and cryopumping. The turbo pump on the top part of the evaporator
can reduce the pressure to about 1075 kPa if left to pump overnight. On opening
the baffle valve and pouring liquid nitrogen vacuum is improved to about 10~9kPa.
Vapours such as H,0 and CO; are trapped on the cooled surface of the cryopanel.
Non-condensable gases are then carried down by the condensable vapour and then
trapped within the condensate. Sublimation pumps are also used to further decrease
the pressure.

After evaporation samples were allowed to cool in vacuum for more than one
hour to prevent oxidation of the samples. As a further precaution vacuum was

broken by means of dry high grade nitrogen.

2.1.3 Vacuum annealing

After vacuum deposition Ead been done, the thin film couples need to be annealed
to speed up interactions. Annealings were done in a vacuum furnace. Quartz boats
onto which samples were to be placed were first pre-heated so as to drive out from
them any gases. Samples were then loaded into the carousel of the tube furnace.
This carousel can accommodate up to eight boats, each of which can hold up to
four samples. Each boat could be individually slided in and out of the furnace. The
furnace temperature could be monitored by means of a platinel [] thermocouple

situated in the middle of the heating elements just above the boats with the samples.
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An external microprocessor unit controlled the temperature and stabilized it to any
desired preset value.

All anneals were done in vacuum. Vacuum was obtained by using a mechanical
forepump together with a turbo-molecular pump. A cold trap filled with nitrogen
also helped to reduce the pressure. Annealings were done at pressures of better than
10~7kPa. After annealing was done samples were left in vacuum to allow them to
cool for more than one hour. To prevent possible oxidation of the samples vacuum

was broken by letting in dry nitrogen.

2.2 Sample Characterization

Various methods were used to find compound phases that grew during annealing as

well as their thicknesses.

2.2.1 Rutherford backscattering

In Rutherford Backscattering (RBS) light ions having low energies, usually in the
range 1-3 MeV, are scattered on solids to be investigated. At these low energies only
elastic collisions occur, and this way nuclear reactions are avoided. A monoenergetic
ion beam (H*, He* or He*™) is directed to the sample, and then a solid state detector
is used to analyze the backscattered particles. Samples are placed in vacuum (x
10~%kPa) while being analyzed. The sample normal is usually tilted 10 degrees
with respect to the ion beam, and only those particles backscattered at 165 degrees
are analyzed by the detector. A permanent horseshoe magnet is used to prevent
secondary electrons from escaping from the target.

The energy of the backscattered particle E, is determined by its mass m, the
mass of the target M, the energy of the particle before collision Eo, and the scattering
angle 6.

E,  (M?—m?sin? 8)% +mcos 8

_— = -1
Eq m+M (2.1)

The constant k is known as the kinematic factor. If one knows the values of

k, m and 8 one can calculate the value of M, The target atom. This allows one to
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analyze mass.

The type of scattering involved is Coulombic in nature, and the differential

cross-section % is the square of the scattering amplitude,

do [zZez] ? 4 cosO+]1- (B sing)?: (2.2)

d@ " [4E, | sn'®  [1— (Zsing)
where z is the atomic number of the projectile atom of mass m, Z that of the target
- atom, and e is the electronic charge. It is clear from the expression of the differential
cross-section that backscattering yields are proportional to the square of the atomic
number of the ta.rgét atom Z. Thus backscattering yields give quantitative analysis.

. On entering the solid, the ion will lose energy to electrons of the target atom
through ionization and electronic excitations. After collision with a host atom, the
projectile atom will lose energy again on its backward outward path. One can do
depth analysis based on this loss of energy. Energy loss can be expressed as dE/dx.
The depth is measured as mass per unit area,pdx, or number of atoms per unit area,
Ndx, where p is the mass density and N the atomic density. The energy loss per
unit area will therefore appear as dE/pdx or d&/Ndz. The expression dE/Ndzx is
called the stopping cross section. )

For small energy losses, the relation between energy loss AFE and depth t is -

linear,

AE = [S]t (2.3)

where [S] is the backscattering energy loss factor. If values of [S] for a given
0 are known, and values of AE obtained from the ba.ckécattefing spectra, then the
depth t can be calculated. o |

The number of counts per channel, or height H of the spectrum depends on
the total number of incident ions, Q, the solid angle of the detector ), the average
differential cross-section o evalnated at By and the total number of target atoms per

unit area Ndx i.e.

H = QoQNoz (2.4)
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or

QoINSE,
[5]
where 6E, is the energy width of a channel and dx is the layer thickness. The area

H= (2.5)

A of an energy spectrum is the sum of the counts per channel of the spectrum. If

the spectrum is rectangular in shape then area is given by

AE
A=H (-&,—1) (2.6)
or
A =QNtoQ 2.7)

which shows that A is directly proportional to t. If a heavy impurity of mass m
is on the surface of a light substrate of mass M, then from equation, the amount of

impurity atoms per unit area is

A;
(Nt); = Q\QU;'

(2.8)
where i stands for the impurity atoms. The total number of incident particles and
the solid angle of detection is

_ HL S

QQ - O’mNm(SEl

(2.9)

where the subscript and superscript on [S] denotes the scattering atom and stopping
medium respectively. We therefore get

N,. of impurity atoms A;NnondE,

Honoi [S1Y

= (N1), = (2.10)

cm?

The concentration of Cr in Ge for example can be found from the peak height

ratios. From equation 2.5 we get

r r E
Ho, = 22e e 7t (2.11)
[S]Cr
and
QocNNg.oEy
Hge = - (2.12)
(STGe
The ratios give c
r Ne- [S)e
Hor _ gcrNer [Se, (2.13)

Hee og.Ne. [S]
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or

Ne, _ ogeHer [Slee
Nge  oc¢ He [S]5%

from which not only the concentration of Cr in bulk Ge can be found but also fhe

(2.14)

stoichiometric ratio of a compound of Cr and Ge can be deduced. Important points

to note about RBS are that,

1. The energy of particles backscattered from heavy atomns is higher than that

from lighter atoms.

2. The number of scattered particles is proportional to the square of the atomic

number of the scatterer, Z2.
3. The energy loss gives an indication of the depth scale.

One notices then that depositing a lighter element first and the heavier one on top

helps to separate the spectra,and speeds up phase identification.

2.2.2 X-ray diffraction

Compound phase identification was done by means of a Phillips vertical diffractome-
ter, employing the Bragg-Brentano geometry. In this configuration both sample
and detector move, with the detector moving angle 28 for each 6 the sample moves.

Fig. 2.2 shows the x-ray diffraction setup.

detector

x—ray
source

programs
for dota
analysis

diffractometer

FIGURE 2.2: Sketch showing the essential features of the x-ray Diffractometer
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Monochromatic x-rays were obtained from a Cu tube. The internal computer
on the diffractometer controlled both sample and detector movements. Step size and
duration of data acquisition on each step could be preset. Most of the spectra was
accumulated for two seconds and each step was 0.2°.Data was routed to an external
desk-top computer and stored on floppies for further analysis. A program was used
to generate all possible reflections and their corresponding (hkl) values as a function
of 26. This was compared by computer to experimental peaks, and thus compound

phase identification was done.



CHAPTER 3

PHASE FORMATION AT
METAL-Ge INTERFACES

3.1 lntroductibn

Germanium is a very important semiconductor. When doped with arsenic, gallium,
or other elements, it is used in the electronic industry as a transistor element. Ger-
manium and germanium oxide are transparent to the infrared and are used in optical
equipment as well as extremely sensitive detectors. Germanium oxide’s high index
of refraction and dispersion has also made it useful as a component of glasses used
in wide-angle camera lenses and microscope objectives. However, its application
as a semiconductor element now provides the largest use of germanium. For device
applications, it is of particular interest due to the high mobility of both the electrons
and holes, making a high speed complementary transistor a possibility [76] Strained
layer (Ge,S1)/Si heterostructures have been shown to exhibit a' wide variety of
interesting properties attributed to band structure modifications [77]. Germanides
are also used as ohmic contacts for GaAs devices, and it i1s commonly known that

germanium detectors are used as radiation detectors. Successful implementation

of germanium technology will however require an understanding of the solid-state

interaction in metal-germanium systems. Such information will lead to increased

device reliability and better reproducibility. Compared to the extensive studies

32
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which have been carried out on the silicides, germanide formation has received little
attention [78-85]. In this chapter we investigated first phase formation in Ge-metal
binary systems and the predictions of the EHF model are tested against experimental
data.

During the past few years there has been a marked decrease in device di-
mensions and an increase in the complexity of integrated circuits. This increase
in the complexity of devices results in many different metals, semiconductors and
insulators coming into contact with each other. Their interaction with one another
therefore needs to be carefully studied and evaluated. Apart from a fundamental
understanding of metal-semiconductor interaction, the special interest in germanides
is due to their good characteristics, which amongst others include, a high electron
mobility and very low carrier freeze-out temperatures. In this study the predictions

of the Effective Heat of Formation Model are compared to experimentally obtained

data in the five binary systems Ti-Ge, Pd-Ge, Zr-Ge, Fe-Ge and Cr-Ge.

3.2 Experimental

Thin layers of a metal (Ti, Pd, Zr, Fe, Cr) and Ge were deposited without breaking
vacuum, on Si<100> covered with SiO;. The thickness of the oxide layer was
about 5000A to prevent interaction of the evaporated layers with the substrate.
Little interaction between the evaporated layers and the 510, layer was observed
for temperatures up to 600°C. Metal layers were in most cases deposited first in
order to minimize possible oxidation of this layer when removed from the vacuum
chamber. The $10;/Metal/Ge samples were annealed for various periods of time in
an oil free vacuum system, with vacuum better than 10~® kPa. All samples were
analyzed by Rutherford Backscattering Spectrometry (RBS). The RUMP (Ruther-
ford Backscattering Utilities and Manipulation Program) [86] computer program
was used to determine the thicknesses of the Metal and Ge layers as well as the
thicknesses of the compounds formed. Phase identification was done by means of
X-ray diffraction (XRD) spectra. Computer programs were used to analyse some of

the complex XRD spectra.
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3.3 Results

3.3.1 Ti-Ge, Pd-Ge and Zr-Ge systems

Ti-Ge system
Crystallographic parameteré for this system are shown in Table 3.1.

which was obta.i.ned from Pearson’s Handbook of Crystallographic Data and
Interrmetallic Phases. Fig. 3.1 is the latest phase diagram of the Ge-Ti system. It
shows that phases TisGe and TiGe previously thought to be equilibrium phases do
not exist [88} | _ ‘

Layers of Ti followed by those of Ge were evaporated onto thermally oxidized
Si substrates in vacﬁum. These were allowed to cool for more than an hour before
transfering them to a furnace where they were annealed in vacuum. _

A composition corresponding to Tig32Geges Was made by evaporating a thin layer
of Ti(1100A) followed by a thicker layer of Ge(3000A) onto oxidized Si substrates.
Samples were annealed in vacuum of better than 10-"kPa, for 20 minutes. Results
of Rutherford Backscattering are shown in Fig. 3.2.

Signal heights are shown on both the Ti and Ge signals. The as deposited sample
show no interaction. The spectrum of the sample annealed at 450°C shows that
there has been interaction between Ti and Ge. The step on the signal height for
the sample annealed at 500°C (not shown) indicate the presence of TigGes. The
spectrum of the sample annealed at 550°C shows clearly the presence of this phase.
At 600°C the heights on the Ge and Ti signals indicate the presence of TiGe,.
X-ray diffraction results have shown that both Ti and Ge had already crystallized
at 450°C (see Fig. 3.3). At 550°C, peaks corresponding to the phase TigGes can
be seen. No Ti peaks are shown by this spectrum, which means that Ti has been
completely consumed. There are however peaks of Ge. An increase in temperature
to the value 600°C results in the growth of TiGey, but peaks corresponding to TigGes
can still be seen. | '

An experiment was done where Ge(3000A4) was deposited on oxidized Si. A
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TABLE 3.1: Parameters for the Ti-Ge binary system. The table was compiled
from data given by references [87,16].

Composition Pearson Space a b A)
Phase at. % Zr symbol group Prototype ¢
aTi 0-2 hP2  P63/mmc Mg 2.9508
4.6855
BT 0-2 cl2 Im3m W 3.3065
TiaGe ¢ 25 t143 14 NiyP 10.29
5.14
TisGes 37.5 hP16 Ps/Imcm  MnsSis 7.537
5.223
TiGe 9 50 oP8 Pmm?2 TiSi 3.809
6.834
5.235
TieGes 45.5 oldd  Ibam TieGes 16915
_ 7.954
5.233
TiGe; 66.7 oF'24 Fddd TiSi; 8.864
5.030
8.594
Ge 160 cF8 Fd3m  C{diamond) 7

9} Phases not given as equilibruim phases on the latest phase diagram [88]
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FIGURE 3.1: The phase diagram (bottom) and the EHF diagram (top) of the
Ti-Ge system according to Moffat [88].
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FIGURE 3.2: Backscattering diagram  of samples made up

of Si<>/Si0,/Ti(1100A)/Ge(3000A). The step height on the Ge signal of the
sample annealed at 550°C correspond to that of the phase TigGes. The 600°C
shows the presence of TiGe,.
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FIGURE 3.3: The sample annealed at 450°C, shows that TigGes is the first phase
to form. At 550°C it is the only compound phase present together with free Ge.
Ti has been used up at this stage. At 600°C peaks belonging to TiGe; appear.
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layer of Ti(1000A) was deposited on top of the Ge layer. RBS results of this

experiment are shown in Fig. 3.4.

Samples annealed at 500°C, showed that TigGes had formed. This is confirmed
by XRD results shown in Fig. 3.5.

The spectrum of the sample annealed at 450°C shows peaks corresponding to
TigGes as well as those of Ge. The RBS spectrum of the sample annealed at 600°C,
shows the presence of TiGe;.

The corresponding XRD results confirm this.

Pd-Ge system
Interaction in the Pd-Ge system was also studied. This system has six equilibrium
phases. Table 3.2 summarises their crystal parameters.

This system has been well studied [80,78,83]. The first phase found by these
groups is PdaGe. In this investigation the same phase, Pd;Ge has also been found
to form first. Fig. 3.6 is an X-ray diagram showing interaction in this system. All
samples were annealed for forty minutes in vacuum. The sample annealed at 200°C

shows the presence of Pd;Ge.

Zr-Ge system

Experiments were done to study solid state interaction in the Ge-Zr system, which
has five equilibrium phases viz. ZrGe;y, ZrGe, ZrsGey, ZrsGes and Zr3Ge. There is
uncertainty as to whether ZrsGey is congruent or not. The temperature difference
between the liquidus and the peritectic point for the ZrGe phase is small. Crystal-
lographic parameters for the five phases were obtained from Pearson’s Handbook of
Crystallographic Data and Intermetallic Phases (see Table 3.3).

A composition corresponding to Zroa2Geo.7s was made by evaporating a thick layer
of Ge(3100A), onto oxidized Si wafers. This was followed by a thinner layer of
Zr(910A). Samples were then annealed in vacuum. Samples annealed at temper-

atures higher than 450°C peeled. The spectrum of the sample annealed at 325°
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FIGURE 3.4: Backscattering spectra of Si<> /510, /Ge(3000A)/Ti{1000A) sam-
ples as-deposited and annealed for 20 minutes at various temperatures. The sample
annealed at 500°C shows the presence of TigGes. Sample thicknesses were chosen
to have excess Ge thus TiGe; should be the final phase. This is indeed the case

(see the 600°C spectrum). B
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FIGURE 3.5: X-ray diffraction spectra of Si<>/5i02/Ge(3000A)/Ti(1000A)
samples annealed at different temperatures for 20 minutes. The sample annealed
at 450°C indicates the presence of TisGes. The latter phase grows with an increase
in temperature. The sample annealed at 600°C shows the presence of both TiGe;

and TigGes.
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TABLE 3.2: Crystallographic parameters for the Pd-Ge binary system. The table
was compiled from data given by references [87,16].

Pearson - Space - ' a bc (A)

Phase symbol group Prototype

GePd oP8 Pnma MnP 5.782
3.481

6.259

GePd; hP9 - P62m Fe,P 6.712

3.408

GegPd21 tI116 141/3. Alglptg 13067

10.033
GesPdys  hP34 P3  QePdy;  7.351

A 10.605

GePds mCZ4 02 ASPds . 5.509
7.725

. _ . -8.375

Ge,Pdy; ci2 Im3m W 3.085

Pd cF4 Fm3m Cu 3.8874

-~
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FIGURE 3.6: X-ray diffraction spectra of Si<> /SiOz/Pd(lOOOA)/Ge&OOOA)
samples annealed at different temperatures.
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indicates the presence of Pd,Ge.
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The sample annealed at 200°C
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TABLE 3.3: Crystallographic parameters for the Zr-Ge binary system. The table

was compiled from data given by references [87,16].

~ Composition Pearson .S pace a ( A')
Phase at.% Zr  symbol = group Prototype ¢
oZr 0-0.9 hP2  P63/mmc Mg 3.232

5.147
BZx 0-1 cl2 Im3m w 3.568
Zr3Ge 25 tP32 P4 /n TizP 11.08
5.48
ZrsGes 37.5 hP16  P63/mcm MnsSis 7.993
5.597
ZrsGes 44 .4 tP36 P4,2:2, ZrsSiy 7.243
13.162
ZrGe 50 oP8 Pnma FeB 7.075
' 3.904
5.396
ZtGe, 66.6 oC12  Cmem  ZrSi,  3.7893
14.975
N 3.7606
Ge 100 cF8 Fd3m  C(diamond) 5.658

*} Phases not given as equilibruim phases on the latest phase diagram [88]
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shows that interaction between Ge and Zr had begun. A RUMP fit to this spectrum
showed that ZrGe had formed at the Zr and Ge interface. At higher temperature, a
fit indicated the presence of both ZrGe and ZrGe,. These fits showed that the two
compounds grow simultaneously.

X-ray results on the samples showed that there is no interaction at 300°C. A
peak identified as that of the phase ZrGe was found. At 350°C, a peak corresponding
to ZrGe; appeared. The XRD results are shown in Fig. 3.7. They confirm RBS
results.

3.3.2 Fe—-Ge and Cr-Ge systems

Fe-Ge system

The Fe-Ge system has six equilibrium phases [87]. Data about the system was
. obtained from Massalski’s book on Binary Alloy Phase Diagrams [16} and Pearson's
Handbook of Crystallographic Data and Intermetallic Phases [87] The Fe-Ge
systern has only one congruent phase viz. FesGes.

In the pure form iron exists in three allotropic modifications, each of which
is stable over a certain range of temperatures. When it solidifies at 1540°C, the &
modification forms; this has a body centered cubic crystal lattice, and is stable down
to 1400°C, when, at constant temperature, it alters to the 4 modification, which has
a face-centered cubic lattice structure. The  iron is stable down to 910°C, when it
alters to the o non-magnetic modification, which has a body-centered cubic lattice
similar to that of § iron. At 768°C (Curie point) the a iron becomes magnetic. This
change from a non-magnetic to & magnetic is due to electron rearrangements in the
outer shell of the iron atoms. The Fe-Ge system has five equilibrium phases (see
Table 3.4).

Six different thin film sample configuration of Fe and Ge layers were prepared:
$i0,/Fe(2804)/Ge(21504); Si0,/Fe(840A)/Ge(1750A); SiO2/Fe(800A)/Ge(950A);
Si0, /Fe(19254)/Ge(1050A); 5i0;/Fe(850A)/Ge(1300A) and SiO,/Fe(880A)/Ge(12504).
In the above configuration the first sample is Ge-rich enough to form FeGe; upon

complete reaction. The next one should end as FeGe, while the remaining four
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FIGURE 3.7: X-ray spectra of.Si<>/Si02/Ge(élOOA)/Zr(éIDA) samples an-

nealed at various temperatures. The sample annealed at 325°C indicates the
presence of ZrGe. At higher temperatures peaks belonging to ZrGe, can be seen.
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TABLE 3.4: Crystallographic parameters for the Fe-Ge binary system. The table

was compiled with data from reference [87].

Pearson

S
pace a b (&)
Phase symbol group Prototype ¢

Fe cl2 Im3m W 2.8665

Fe3Ge cP4 Pm3m AuCua 3.665

FeaGe hP8 P63/mmc NiaSn 5.169

4.222

FesGes © hP22 Pé3/mmc  FesGes 7.976

4.993

FesGe; ¥ hP14 P63/mmc Fe,Gey 3.998

5.010

FegGes mC44 C2/m FegGes 9.9965

7.826

7.801

FeGe mC16 C2/m CuGe 11.838

3.937

4933

FeGe hP6  P6/mmm CaSn 4.965

4.054

- FeGe cP8 P2;3 FeSi 4.700

FeGe, tI12 I4/mcm Al;Cu 5.908
4.957

Ge cF8 Fd3m  C(diamond) 5.658

%) Referred to as Fe;3Ge8 by [87].
5} Referred to as FesGeg by [87].

47
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-sample configurations were made to have as end phases FesGe;;, FesGe, FegGes
and Fe,;Ges respectively. The reason for the above choice was to help with the
1dentification of phases, since this system has not been documented before.
The Si0,/Fe/Ge samples were annealed for 20 minutes in an oil free vacuum
system, with vacuum better than 10~7 kPa.
Results from experiments with different thicknesses of Fe and Ge giving atomic
ratios of Fe < Ge, Fe = Ge, and Fe > Ge discussed next.

" The Fe-Ge system has six equilibrium phases [87]. Data about the system
was obtained from Massalski’s book on Binary Alloy Phase Diagrams [16] and
Pearson’s Handbook of Crystallographic Data and Intermetallic Phases [87]. The
Fe-Ge system has only one congruent phase viz. Fe;Ge;. Results were obtained for
different thicknesses of Fe and Ge giving atomic ratios of Fe < Ge, Fe ~ Ge, Fe >
Ge and Fe >> Ge.

Fe < Ge

A thin layer of Fe (280A) followed by a thicker Ge layer (2150A) was evaporated
onto oxidized Si. This corresponds to a composition Fep20(Gepse. This éam;ﬂe
configuration was chosen to have FeGe; (the most Ge rich phase) as the end phase.
Results after RBS analyses are shown in Fig. 3.8. The heights of the possible
Fe/Ge phases are shown on the Ge signal. Interaction between the layers already
started to occur for a sample annealed at a temperature of 280°C (RBS spectrum
not shown). It is not clear from these results which is the first phase that forms.
However, a sample annealed at 400°C shows clearly the presence of FeGe; as the
end phase and unreacted excess Ge. At 600°C considerable intermixing between the
FeGe phase and remaining Ge is seen to take place. )

XRD results (see Fig. 3.9) show no compound formation in the as deposited sample
(virgin). For the sample annealed at 280°C the x-ray diffraction results indicate the
presence of FeGe; and the monoclinic FeGe compound. For higher temperature
anneals peaks from Ge appear together with FeGez peaks. Ge is amorphous when

deposited on a cold substrate, and these results show that it re-crysta.llizes. at about
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FIGURE 3.8: Backscattering spectra of Si<>/Si0,/Fe(280A)/Ge(2150A) sam-
ples as-deposited and annealed for 20 minutes at various temperatures. The
. samples have composition Fep30Gepso and were chosen to have excess Ge and
FeGe, as the final phase after complete reaction. The expected germanium signal

heights for the different germanide phases are indicated.
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FIGURE 3.9: X-ray diffraction spectra of Si<>/5i0;/Fe(280A)/Ge(2150A)
samples annealed at temperatures of 280, 400 and 600°C. The sample anneafed
at 280°C indicates the presence of the monoclinic FeGe phase as well as FeGe,.

The latter phase grows with an increase in temperature. The sample annealed at
600°C shows only FeGe, and unreacted Ge.
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400°C. The sample annealed at 600°C only shows FeGe, and unreacted Ge.

Fe ~ Ge

For this experiment the aim was to have FeGe as the final phase. A thin layer of Fe
(840A) followed by a Ge layer (1750A) was evaporated onto oxidized silicon . The
overall composition of the samples was Feg 43Gegs, which means that once FeGe
has formed, there will be some free Ge left to form the next phase. The results
after RBS analysis are shown in Fig. 3.10, with the corresponding heights of the
six equilibrium phases for this system shown on the Ge signal. Little interaction
between the layers was observed at 200°C (not shown). A considerable drop in the
Ge signal is seen for the 300°C spectrum, but at 400°C (not shown), the height of
the signal on the Ge peak corresponds to the formation of FeGe. For the 300°C and
higher anneals it can also be seen that the Fe that was previously underneath the
Ge has diffused towards the surface. It was found that for the 600°C spectrum, the
signal height on the Ge signal tended towards the position where FeGe; is expected
to form, indicating that apart from FeGe in the sample there is also some FeGe;
present.

XRD results are given in Fig. 3.11 for the 200°C, 300°C, 400°C and 600°C anneals.
The 200°C anneal only shows the Fe peak. At 300°C the presence of the monoclinic
form of FeGe can be seen, while at 400°C only peaks from hexagonal FeGe are seen.
This agrees with the RBS results. It is interesting to note that at 600°C there are
now also peaks from FeGe, together with the hexagonal form of FeGe. This is also

in agreement with the RBS measurements.

Fe > Ge

A layer of Fe (800A) was deposited on oxidized silicon followed by a layer of Ge
(950A). With this configuration the end pha.se is expected to be Fe;Ge;. The overall
composition of the samples were Fepe2Gepag which is close to the cbmposition of
FesGes (Feo.s2sGe0ars). RBS results from this experiment are shown in Fig. 3.12.

Very little interaction between the layers could be detected with RBS for samples
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FIGURE 3.10: Backscattering spectra of Si<>/SiO;/Fe(840A)}/Ge(1750A)
samples as-deposited and annealed for 20 minutes at various temperatures. These
samples have composition Feg 4sGeg 2. The 300°C spectrum indicates the presence
of FeGe, with the Fe atoms having moved towards the sample surface. The 400°C
spectrem (not shown) also indicated the presence of FeGe. At 600°C the spectrum
height is at a position where FeGe; formation can be expected.
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FIGURE 3.11: X-ray diffraction spectra of 5i<>/SiO2/ Fe{840A)/Ge(1750A)
samples annealed at temperatures of 200, 300, 500 and 600°C. The sample
annealed at 300°C shows the presence of FeGe in the monoclinic and hexagonal
forms. However, for higher temperatures we only see the hexagonal form of FeGe.
The spectrum at 600°C shows both FeGe and FeGe,.
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FIGURE 3.12: Backscattering spectra of Si<>/SiO2/Fe(800A)/Ge(950A) sam-
ples as-deposited and annealed for 20 minutes at various temperatures. The overall
composition of the samples is FeggyGenss. No interaction for samples annealed
at 100°C and 200°C was abserved, but interaction was detected for an anneal at

- 300°C. The height of the signal on the Ge side, indicates formation of FeGe. With
a further increase in temperature to 400°C (and higher temperatures) the height
of the spectra drops to the composition where FesGe; is expected.
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annealed at 100°C and 200°C although the x-ray diffraction shows the presence of
FeGe ( Fig. 3.13). For a sample annealed at 300°C, the height on the Ge signal
corresponds to the formation of FeGe, which is the first phase to form. For these
samples it can also be seen that the Fe atoms have moved toward the surface {see
Fig. 3.12). At higher temperatures (>300°), the spectrum height on the Ge signal
drops to the composition where FesGe; is expected. Since there is no appreciable
change in the heights of these spectra on the Ge signal it can be concluded that
Fe;Gejs is the final phase to form. It is interesting to note that s that FesGes forms
very non-uniformly (see Fig. 3.12).
Results for the virgin, the 100°C, 300°C and 405°C samples after x-ray analysis are
shown in Fig. 3.13. The virgin spectrum indicates the presence of Fe, however,
the Ge peaks are not present since this layer is amorphous when evaporated. It is
interesting to note that at 100°C the first phase to form is FeGe, which is present
in a2 cubic, monoclinic and a hexagonal form. A unique peak belonging to Fe;Ge,
can also be seen, which grows stronger with increasing temperature. The 300°C
spectrum shows the presence of the monoclinic and hexagonal phases of FeGe as
well as Fe;Ges. In many of our results we only observed the monoclinic FeGe
phase at about this temperature (~ 300°C), having apparently missed the cubic
and hexagonal forms. At 400°C, peaks belonging only to FesGez can be seen. The
absence of the Ge peaks at 400°C indicates that the Ge has all been reacted in the
formation of FesGea. This is also the case for the 600° anneal (XRD spectrum not
shown). | |

Pig. 3.14 shows the Fe-Ge phase diagram as well as phases that were observed
e@erimentally for this system. For samples of overall composition Feg20Gegao (Fe
< Ge) phases observed first were FeGe{monoclinic) together with FeGe;. At a
higher temperature only FeGeg was observed. For the com;;osition Feg.4sGeg sz (Fe
= Ge) the phase observed first was FeGe(monoclinic), followed by FeGe(hexagonal)
at a higher temperature. At an even higher temperature some FeGe; was observed.
For the case {(Fe > Ge) of composition FegszGeoas the three FeGe phases were

observed simultaneously at 100°C. These were FeGe(monoclinic), FeGe(cubic) and
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FIGURE 3.13: X-ray diffraction spectra of Si<>/5i0;/Fe(800A)/Ge(950A)
samples annealed at temperatures of 100, 300 and 400°C. The sample annealed
at 100°C indicates the presence of a cubic, monoclinic and hexagonal form of
FeGe, which is also the first phase to form. The 300°C spectrum only shows the
monoclinic form of FeGe. At 400° only FesGey is present in the sample.
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FIGURE 3.14: The pha

se diagram of the Fe-Ge system (bottom} and a table

(top) showing experimentally observed phases in the Fe-Ge system. The observed
first phase is FeGe. The range of temperatures (100°C—300°C) over which the
first phase is observed may be due to Fe taking up oxygen either during deposition

or annealing.
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FeGe(hexagonal). At a higher temperature the phase Fe;Ge; was observed. The
lowest temperature at which FeGe(c) was observed is 100°C, whereas FeGe(m) was
found at about 200°C. The hexagonal form of FeGe was found at about 300°C. It
looks as if these phases occur in this order in thin films. According to Pearson’s
Handbook of Crystallographic Data and Intermetallic Phases [87], the cubic form
of FeGe is a low temperature phase which exists below 620°C, the hexagonal form
should exist Between 630°C and 740°C and the monoclinic phase above 740°C.
That FeGe(c) is a low temperature phase agrees with our results. The order in
which FeGe(m) and FeGe(h) was observed experimentally does not agree with the
information obtained from Pearson’s Handbook. The handbook suggest the order
FeGe(c), FeGe(h) followed by FeGe(m) as the temperature is raised. We found the
order FéGe(c), FeGe(m) and then FeGe(h). This is not suprising because results
in this handbook are for bulk samples wherea.s our results are for the the thin film
case. |

The two phases FegGes and FeyGes were not observed experimentally. The reason
may be that FeyGe; is a high temperature phasé and there are doubts as whether
FegGes really exists [16] (see also Fig. 3.14). The phase FeaGe was not observed

because no samples were Fe-rich enough to form this phase.

Cr-Ge system

In microelectronic fabrication chromium has ﬁlany uses. It is used as a sacrificial
barrier between aluminium and silicon. Thin films (e.g. Al) must be connected to the
outside world by solder. Most of these solders are tin-lead alloys. The tin aluminium
phase diagram has a eutectic at 232°C and 99,5 at.% tin. This temperature is far
below the temperature at which tin-lead alloys become sufﬁ(;fently fiuid enough to
effectively wet the aluminium. When soldering is done directly on aluminium an
aluminium-tin eutectic melt tends to preferentially dissolve the grain boundaries in
the alumiﬁium films, thus creating open circuits. Thin chromium films are effective
at separating these materials. Chromium is only élightly soluble in tin-lead solders.

The chromium film will also stop any solid-state outdiffusion of aluminium which
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could create a eutectic melt at a local hot spot on the metallisation surface. Thus
chromium acts as both a sacrificial barrier and a diffusion barrier.

Noble metals like gold, and to a lesser extent copper, form weak bonds with
most oxides and so adhesion of thin films of these metals to the surface of the
microelectronic circuit can be poor. Intermediate glue layers of chromijum(also
titanium) can be nsed to improve adhesion of gold conduction tracks to oxides.
Chromium -nickel alloys can be used to make low value resistors. These materials
have a resistivity of about 108u{ and are very stable. Chromium also etches quite
easily when one uses Ce(NH,)2(NO;3)g/HCIO,.

The Cr-Ge system has five equilibrium phases [87]. Crystal parameters for
this system are shown in Table 3.5. We will now discuss two cases namely Cr<Ge
and Cr>Ge.

Cr < Ge

A thin layer of Cr (12004 followed by a thicker layer of Ge (4300A ) was deposited on
clean oxidized Si. This sample configuration was chosen so as to end with the most
Ge rich phase on the Cr-Ge phase diagram, Cr;;Gejg. After complete formation
of Cf;lGelg there should be some unreacted Ge left over. Fig. 3.15 shows RBS
results for samples heated for 30 minutes at different temperatures. There is no
observable interaction on the as deposited sample. The sample annealed at 360°C
shows some interaction. The step height on the Ge signal indicates the formation
of Cry;Geg. This is the first phase to form. At 400°C the step height is still at a
position corresponding to the formation of Cry1Ges (spectrum not shown). At this
stage there is still unreacted Cr. The sample annealed at 500°C shows that the
Cr has been used up, but there is still unreacted Ge. The step height on the Cr
signal is almost midway between positions of CrGe and Cry;Ge;s. It is not possible
from this spectrum to say which of these two phases is present in the sample. XRD
results of these samples are shown on Fig. 3.16. The as deposited sample showed
no compound peaks(not shown). At 360°C Ge has re-crystallized. At 400°C peaks
belonging to Cry1Geg are observed. This is the first phase to form. At 500°C it

is observed that Cr has been totally consumed( there are no peaks corresponding
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FIGURE 3.15: Backscattering spectra of Si<>/Si0,/Cr(1200A)/Ge(4900A)
samples as-deposited and annealed for 30 minutes at various temperatures. The
overall atomic composition of the layers were Crga;Gegge. Which is close to the
compound composition of Cry;Geyg. The sample annealed at 360°C has a step
height on the Ge signal corresponding to the formation of CryyGeg. At 500°C Cr
has been completely consumed. - -
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FIGURE 3.16: X-ray diffraction spectra of Si<>/5i0; /Cr(1200A)/Ge(4900A)
samples annealed at temperatures of 360, 400, 500 and 700°C. The sample
annealed at 360°C shows no compound phase. The one at 400°C indicates the
presence of Cr;;Geg. At 500°C one sees peaks belonging to C.rGe and non of
CruGes. Cr has been completely consumed. At 700°C there is Cr;;1Ge;s and

unreacted Ge.
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to Cr). This observation is consistent with the RBS results. At this stage the
compound phase Cr;;Geg has been completely transformed to CrGe. The x-ray
spectrum of the sample a.nne#led at 700‘;0 shows peaks belonging to the most Ge-
rich phase viz. Cr;;Gejg while peaks due to unreacted Ge can still be seen. This
Ge must have moved into the Cry;(e;s matrix since Cr lies on the sample surface
at this stage(from RBS results which are not shown). |

Cr > Ge

Samples made up of Si<>/5i0;/Cr(2500A)/Ge(1250A) were each annealed in vac-

uum for 30 minutes at various temperatures. Their RBS spectra are shown in

"TABLE 3.5: Parameters for the Cr-Ge binary system. The table was compiled
with data from reference [87].

_ Pearson Spa.ce a.b A)
Phase symbol  group Prototype ¢
Cr cl2 Im3m w 2.884
Cr cP8 Pm3n CraSt 4.60
Cr " cP26 Pm3 Cr 4.588
CrsGe cP8  Pm3n CraSi 4.632
Cr5Ges t132 [4/mcm SiaWs 0.413

4.780

Cf11G68 0P76 ana.l__ . CrnGeg 13.171

4.939

15.775

CrGe P8 P23 FeSi 4.800
CriGeis tP120  P&n2  Mn;Sip 580
| 52.34

- Ge cF8 Fd3m C(diamond) =~ 5.658
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Fig. 3.17. The virgin sample shows no interaction. The signal height for the
sample annealed at 400°C shows formation of Cry;Ges, which is the first phase to
form. This sample still has unreacted Ge (and Cr). The sample annealed at 440°C
shows that Ge has been completely consumed and that Cr has moved to the sample
surface. The signal height for this spectrum is still at a position corresponding to
the formation of Cr;;Ges. At 500°C the signal height is at a position corresponding
to the formation of Cr;Ge. There is simply no Ge left, but there is still unreacted
Cr. According to the XRD results (see Fig. 3.18), no interaction has taken place
on the virgin sample. The sample annealed at 400°C has peaks from to Cry;Ges,
which is the first phase to form. This confirms observations obtained using RBS. It
can be seen that Ge has re-crystallized. At 440°C there is however no Ge peak, it
must have been all used up (RBS results show this fact also and that Cr has moved
to the sample surface). There is also a peak that might belong to Cr;Ge; ( it’s not
unique to this phase). At 540°C there are peaks belonging to CrzGe. The peak at
27.4° is at a position where one expects a peak of re-crystallized Ge, but Ge has
now been completely consumed, it c;).n therefore only belong to CryGe. The peak
that could possibly corresponding to CrsGes has also grown. RBS results confirm
the presence of Cr3Ge which is the most Cr-rich phase on the phase diagram.

Fig. 3.19 shows the phase diagram as well as phases that were observed in the
Cr-Ge system. For the case Cr < Ge of composition Cro32Geges the first phase
observed was Cr;;Ges. As the temperature was raised the phase CrGe was observed
also. Finally at an even higher temperature, Cry;Geys was observed. For the case
Cr > Qe of composition Crgr9Geoz the first phase observed was again CryGes.
At a higher temperature (440°C) CrsGe; was observed together with Cry Geg. At
540°C all three phases Cr;;Geg, CrsGes and Cr3Ge were ob§erved.

3.4 Comparison with EHF Predictions

The driving force for phase formation and transformation is the change in Gibbs
free energy AG®. Because the change in entropy is usually small during solid state

reactions, AG° may be approximated by AH°, where H° is the heat of formation.



64 ' : CHAPTER 3. METAL-GE INTERFACES

Energy (MéV)

1.0 1.2 14 1.6 1.8
L} LJ ol ' L ¥ L] _" L) L L) l ] LJ L I
Si0,/Cr(2500R) /Ge(1250R) *He* 2 MeV 10° tilt |
=3 / b
g0l = ;I\—/ (30 min anneals) 4
L ___% @] Cr {Ge| —— No heat Ge 1
g [z e 400°C : ‘L
2 r v —— 540°C -
>'| 80 6 B o Ge ™
9 [ 28
o ';-_u.; 0 Cr,Ge
% L
wk .
E ] _ CI""GE«m i
o 3 — CrGe 1
-4 L — CryyGeg 1
20 CrsGey
B — CryGe
0 ¥ L 1 ) ¥ I
250 800 350 450

Channel

FIGURE 3.17: RBS spectra of Si<>/5i0,/Cr(2500A)/Ge(1250A) samples
showing a virgin sample with no interaction; a sample annealed at 400°C whose
height ratio on the Ge signal indicates the formation of Cry;Ges as the first phase.
The final phase is Cr;Ge depicted by the spectra of the sample annealed at 540°C.
Samples have composition Crg79Geg.a:. .
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FIGURE 3.18: XRD diffraction spectra of Si<>/Si0, /Cr(2500A)/Ge(1250A)
samples showing a virgin sample with no interaction; a sample annealed at 400°C
whose peaks indicate the formation of Cry;Geg as the first phase. .The 440°C
spectrum shows that Ge has been completely consumed. There might also be
peaks corresponding to CrsGes. The spectrum of the sample annealed at 540°C

shows the presence of Cr3Ge.
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FIGURE 3.19: The phase diagram of the Cr-Ge system (bottom) and a table
(top) showing experimentally observed phases in the Cr-Ge system.
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TABLE 3.6: Effective heats of formation according to the EHF model. The predicted
phase is TisGes. The experimentally observed phase is TigGes.

Phase Congru- Composition AH® . AH' Observed Predicted Refl
ency kJ/(mol.at) kI/(mol.at) Phase Phase

Liquidus Minimum = Tig.10Geo.a%0
Tis GE3 (16) C Tig 625 Geo 375 - —-59.4 -10.45 Ti5Ge3 Tis Gea [73]
TigGes (44) NC  Tigs45Geoass —~64.3 —12.98 TigGes This work [84]
TiGe2 (24) NC  TioassCenssr —~475 ~15.69
Liquidus Minimum = Pdg_3s0Gen.640
Pd5Ge (24) NC Pdoaaa Gco_js'r -23.8 —10.29
Pd3Ge () NC Pdg 750 Gen.250 =356 -17.09
szsGeg (34) NC Pdo_735Geo,255 —375 —18.37

Pdy) Geg (116) NC Pdp. 724 Gep 276 -38.9 —19.34
PdyGe () C Pdg es7Geo.3a3 —~45.3 —24.45 Pd;Ge This work [80,78,83,89
PdGe (8) C  PdospoGCeossa  —514 -37.01 PdGe
Liquidus Minimum = Zrg o1 Geo.onr
Zr3Ge (32) . NC Zro.750Ge0 250 —~574 -0.99
ZrsGes (16} C Zrg 525 Gea ars -83.0 -1.73 ZrsGey
ZrsGey (36) ? Zro 556 Geo 444 -92.2 -2.16
ZrGe {8) NC Zro.500'Geo.s00 ~95.8 —2.49 ZrGe This work
ZryGe (12) NC Zrg.3a; Geo 667 ~79.8 —3.12

The Effective Heat of Formation (E.H.F.) model takes into account both the con-
centrations of the elements at the interface and the heat of formation. An effective

heat of formation AH is defined which is linked to the concentration [11-15] by:

(3.1)

effective concentration limiting element
AH = AH® x ( i g )

compound concentration limiting element

and AH?® is in Joules per mole of atoms. The effective concentration is taken at the

liquidus minimum of the binary system.

3.4.1 Ti-Ge, Pd-Ge and Zr-Ge systems

Table 3.6 summarises first phases observed experimentally and the predictions of
the EHF model. The first experimentally observed phase was found to be TigGes.
This phase is followed by TiGe; for samples with a thicker layer of Ge. Work
by Thomas et al agrees with our results [84]. This group found TigGes as a first
phase followed by TiGe:. Table 3.6 lists effective heats of formation calculated

at the concentration of the liquidus minimum of the system, which is at 11 at. %
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Ti. The congruent phase with the highest Effective Heat of Formation is TizGe;. -
However as has been mentioned the experimentally found first phase is TigGe; which
is non-congruent. The Pd-Ge system has only two congruent phases, hameiy Pd,Ge
and PdGe. The congruent phase with the largest (most négative) effective heat of
formation is PdGe. This is therefore the phase predicted by the EHF model as a
first phase. The experimentally found first phase however is PdGe. Both RBS and
XRD results showed that the first phase to form in the Zr-Ge system is ZrGe. At
higher temperatures both ZrGe and ZrGe, were observed to occur. An Effective
Heat of Formation diagram as well as the phase diagram of the Zr-Ge system is
shown in Fig. 3.20.

The first phase according to the EHF model should be ZrsGe; which is a
congruent phase. Experimental results however show ZrGe to be the first phase.
This is not surprising because ZrGe is slightly non-congruent (the temperature

difference for this phase between the liquidus and the peritectic point is about 20°C).

3.4.2 Fe-Ge and Cr-Ge systems

If one makes use of the Miedema model to calculate the heat of formation of the
phase FeGe, (see Table 3.7); it is found to be positive( it should be negative). Since
this is an existing phase, one suspects that the transformation enthalpy term AH!*"*
= 25.00kJ /mole at., which converts a semiconducting element into a hypothetical
metallic one in the Miedema model, is too large and it overcorrects in this case.
We have therefore chosen a value of 15kJ/mole at. for AH"*"**. The motivation for
this also comes from the fact that the heat of reaction that must be obtained when
FeGe reacts with Ge to form FeGe; must be negative. This is not the case if the
value of AH'™™* = 25 00kJ/mole at. is used to calculate AH®. If however AH"*"*
= 15.00kJ /mole at. is used and it is reinembgred that values of the enthropy term,
TAS may lower (make more negative) values of AG® by as much as 3kJ/ m&le.at.(see
Table 3 of [8]), then it is fouﬁd‘tha.t, the heat of reaction of Ge interacting with

FeGe to produce FeGe, just becomes negative.

- FeGe + Ge — FeGe; | {3.2)
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TABLE 3.7: Heats of formation (AH°) and effective heats of formation (AH')
calculated with AH!%"* = 25 0 and 15.0kJ(mol.at.)™" for both Fe-Ge and Cr-Ge binary
systems, The AH' values have been calculated at the concentration of the lowest
temperature eutectic (liquidus) of the binary system. The number of atoms per unit cell
are given in brackets behind each phase.

Phase Congru- Composition AH® AH® AH! Observed ref

ency AHIe"s = 25 AH!="* = 15 AH!"*"* = 15 Phases
](J(uflol.ai:.)_1 kJ(mol.at.)_l kJ(mol.at.)"!

Liquidus Minimum = Feg. 250 Gep. 750 _
Fe3Ge(4) NC Fep. 750 Geg 250 -9.1 —11.6 —3.9
FesGe3(22) C Feo_egscen_a'(s —11.2 ~15.0 —6.0
Fe(Gej(14) : NC Fep.s71Gep 429 -10.8 —-15.1 —6.6
F%Ge5(44) NC FeU.S&EGeﬂAE‘l -10.3 —14.9 -6.8 -
FeGe(6,8,16} NC  Feg.s500Geasoo -90 - —14.0 -7.0 FeGe ‘This work
FeGey(12) NC  Feo.3asGeges7 +0.1 -6.6 -5.0
Liquidus Minimum = Cro.150 Gep.ss0 :
Cr;Ge(S) : NC Cro.750 Geg 250 —12.1 ~14.6 .. =29
Cr5Gez(32) . NC  CrosasGesars -15.3 -19.1 T —46 CrsGex [90]
Cl'11 Gea(Tﬁ) NC Cl’u_sj'gGeo_ggl —15.2 -194 —-5.0 Cr;1Ges  This work
Cl’Ge(s) NC Cro.s,onGeu_f,og - —13.4 —184 —5.5 '
Cryy Gclg(IZ{l) N_C Cro.3g7Gep 633 -5.8 —12.2 -~5.0

2(—14.0} + (0.0) — 3(—6.6 — 3.0) (3.3)

which give a heat of reaction of ‘about -1.5kJ/mole.at. Effective Heat of Formation
values for the Fe-Ge system have been calculated for AH"*"* = 25 and 15kJ /mole
at. and are given in Fig. 3.21 and Table 3.7. When constructing effective heat of
formation diagrams, the AH® value is used and plotted at the atomic concentration
of a particular cﬁmpound. Each triangle fepresents the energy released during
the formation of a particular phase, as a function of concentration. AH’ is then
calculated at the liquidus minimum of the binary system. For the Fe-Ge system the
calculated values appear in Table 3.7. The predicted phase for this system is FeGe
as it has the most negative AH’ value {—7.0kJ/mole.at.).

The Cr-Ge system has five equilibrium phases (see Fig. 3.22), all of which
are non-congruent. It has a well-defined liquidus minimum at 85 at. % Ge. The
Effective Heat of Formation diagram for the Cr-Ge system has been calculated for
AHtrens — 25 and 15kJ /mole at. and is given in Fig. 3.22.

It can be seen from the Effective Heat of Formation diagram and (see Table
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3.7) that the phase CrGe has the most negative effective heat of formation. CrGe
is therefore predicted by the EHF model to be the first phase.

3.4.3 First phase formation

Table 3.8 gives a comparison between the observed first phase and the phase as
predicted by the EHF model. In cases where the binary system does not have
congruent phases, for example in the Cu-Ge system, the non-congruent phase with
the most negative Effective Heat of Formation forms first, which for this case is
CuzGe [82]. It is however interesting to note that for Co and Ti some researchers
have reported first phase formation of CoGe [81] and TisGes [84] which are non-
congruent phases with AH' values more negative than the most negative congruent
phase (see Table 3.8). For metal-metal systems the phase found to form first is the
phase with the most negative AH’, irrespective of whether it is congruent or non-
congruent [13-15]. It can be seen (Table 3.8) that with the exception of Pd and Zr
the agreement between predicted phase and the first phase found experimentally is
excellent. The Pd-Ge phase diagram shows that the liquidus minimum and therefore
the effective concentration is not well-defined due to the two eutectics at 36 and 81
at.% Pd which Eave similar temperatures (725°C and 760°C), the more Pd-rich
eutectic {760°C) favouring Pd,Ge [80, 78, 83] formation, which is also what was
found experimentally by us. In the case of Zr (see Fig. 4), ZrGe is probably formed
because it is only slightly non-congruent, with a small temperature difference AT
(= 20°C) between the peritectic point and the liquidus curve. Furthermore, it has

a more negative AH' than the predicted ZrsGe; phase.

3.4.4 Phase sequence

To illustrate how the EHF model is used to predict phase formation sequence in
germanides, we discuss the Pt/Ge thin film system as an example. In Fig. 3.23 the
Effective Heat of Formation (top) as well as the phase diagram for the Pt-Ge system
(bottom) [16] is given. After the first phase Pt2Ge has been completely formed, the

evolution of the system further depends on the relative thicknesses of the unreacted
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TABLE 3.8: Observed first phase formation and predicted first phase in metal-
germanium systems using the Effective Heat of Formation model. In the case of the
Fe-Ge and Cr-Ge systems, a value for AH9"* of 15k]/mole.at. was used. In other
cases the usual value 25kJ/mole.at. was used. The predicted phases are the congruent
phases with the most negative AH’ at the concentration of the liquidus minimum. The
underlined phases are the phases found to form first in this work.

System Lig. Min. Predicted Observed Ref. Congru- AH® AH'
(at.% Ge) Phases Phases . ency kJ(mol.at.)™' kJ(mol.at)™}
Co 73 CosGes  CosGe,” [80,81] c —19.1 - ~-8.25
CoGe [31] NC -17.1 —9.23
Cr 85 Cr5Gea [90] _ NC -19.1 —46
Cr13Geg  This work - NC —19.4 -5.0
CrGe NC ~18.4 —5.5
Cu 36.5 CuzGe  CuzGe  [87] NC ¥ —4.20 —3.56
Fe 75 FeGe FeGe This work NC —14.0 —7.0
Hf 97 HisGes HfsGes [80] Cc ~73.8 —3.54
Mn 52.5 MnsGes MnsGes [80] C --32.8 —24.93
Ni 67 NisGes  NisGe,? [80,78,91] c 223 —11.77
Pd 649 PdGe — c —51.4 —37.01
PdyGe - This work {80,78,83] C —-45.3 —24.45
Pt 78 Pt;Ge  Pi;Ge [78,799 - c _37.9 —34.14
Rh 77 RhGe  RhGe [80] . C —306 —14.08
Ti 89 TisGes  TisGea  [78] . C —59.4 -10.45
TigGes This work [84} NC -64.3 -12.98
Zr 98.7 ZrsGez . — C .. —830 -1.73
ZrGe®)  This work NC —95.8 —2.49

2} Also referred to as Co,Ge [80,81]. 8 No congruent phases. <) This phase was previously referred to as NizGe
[80,78,91]. 9 Liquidus Minimum not well defined as there are two lowest eutectics (30 at.% Pd and 81 at.% Pd)
which have approximately the same temperatures (725°C and 760°C). _"') Only slightly non-congruent (AT = 20°C).
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‘elements in the sample. Consider the case where Pt <« Ge. After all the Pt has
been used up to form the first phase Pt;Ge, the effective concentration of the Ge
is expected to increase and the relative concentration will move towards the right
of the diagram, to a concentration region where formation of Pt3Ge; will lead to
the largest change in free energy, and would therefore be predicted to form. When
all the Pt,Ge has been tramfomed into Pt3Ge;, the effective éoncentra.tion of the
atoms at the interface will again move further to the Ge-rich side of the diagfa.m
to a concentration region where formation of PtGe can be expected, by interaction
between PtaGe; and Ge. This process will répeatr itself until PtGe;, which is the
final phase, 1s formed.. _

Each of these phases in the order predicted should form, provided factors such
as non-congruency, nucleation barriers, etc. do not inhibit their formation. It was
found that in the case of silicides, phases with a large AT, tend to be skipped in the
sequence [15]. The abéve argument also holds for the germanides in general. For
example, if we look at the Co/Ge system, then the results by Wittmer et al. [78]
are in agreement with the above phase secjuence rule (see Table 3.9). However, the
results by Hsieh et el. [81] indicates the formation of CosGe7 as thé third phase,
even though this phase has a AT ~ 136°C, compared to CoGe, with AT ~ 40°C.
- One would therefore have expected CosGer to be skipped and CoGe; to have formed
instead. In the case of the Pt/Ge system, it would have been expected that the phase
Pt,Ges should also have been skipped, since the next phase has a smaller AT.

The phase formation sequence found experimenta.lly for the the case Ge>Fe
was, FeGe_.- followed by FeGe,. For the case Ge<Fe it was FeGe followed by FesGes.
Samples made were not Fe-rich enough to form Fe;Ge. The first phas.e found for the
Cr-Ge system was Cry3 Geg. For the case Cr<Ge, it was followed by CrGe and finally
by Cr11Gesg. For the case Cr>Ge, Cr11Ges was found first followed by CrsGes and
lastly by Cr3Ge. ' '
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TABLE 3.9: Phase sequence in metal-germanium systems (Ge > Metal) as
predicted by the Effective Heat of Formation model. An experimentally observed
phase sequence is also given. Good agreement is found between the two.

Equilibrium Phases Observed Phases AT
Co-Ge system Hsieh et al. [81] Wittmer et of. [80]
1st | CosGes ™ 1st | CosGes4CoGe | 1st CogGes 0°C
2nd | CoGe (16) Ind CaoGe 2nd CoGe 80°C
3rd | CosGey (24) 3rd Co5Gery -— 130°C
4th | CoGe, (24) 4th CoGey 3rd CoGe; 40°C
| Ni-Ge system Marshall et al. [78} Hsieh ¢t ol ]91) ]
st | NisGey Ist NisGej ¥ 1st | NisGes ¥ 0°C
2nd | NiGe {8) 2nd NiGe 2nd NiGe 10°C
| Pd-Ge system 9 Hsieh et al. [83] This Work 1
Ist | Pd>Ge (9) 1st Fd;Ge 1st Pd;Ge 0°C
2nd | PdGe (8) 2nd PdGe 2nd {  PdGe 0°C
| Pt-Ge system Hsieh et al. {79] Marshall et al. [78] ]
1st | Pt;Ge (9) st Pt:Ge 1st Pt Ge 0°C
2nd | PtaGe; (20) — — 80°C
3rd | PtGe (8) Znd PtGe: 2nd PtGe 0°C
4rd | PtpGe; (20) 3rd Pty;Gey 3rd Pt2Ge; S0°C
5th | PtGep (6) 4th PtGeg 4th PtGez 10°C
| Rh-Ge system Marshall et al. [78] ]
st | RhGe (8) Ist RhGe 0°C
2nd | Rh;7Gea2 2nd Rhy7Gezn 180°C
[ Ti-Ge system Marshall et al. [78] This work |
1st Tis Geg (16) 1st TisGez — 0°C
2nd | TigGe? (44) [ 2nd TisGes 1st | TigGes | 190°C
3rd | TiGe; (24) 3rd TiGez 2nd TiGey 360°C
[ FeGe system This work
1st | FeGe (6,8,16) 1st FeGe 300°C
- 2nd | FeGep (12) 2nd FeGe; 25°C
| Cr-Ge system This work ]
Ist | Cry)Geg (76) Lst Cry Ges 270°C
nd | CrGe (8) nd | CrGe | 230°C
3rd | CriGejo (120) 3rd Cri1Geys 140°C

2} Also referred to as CopGe [80,81]. ¥ This phase was previously referred to as NizGe [80,78,91).
Liquidus minimum not well defined as there are two lowest eutectics which have approximatcl).v the same
temperatures. ¥ This phase was originally identified as TiGe [16], but is given in newer phase diagrams as

TisGes [88].
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3.5 Summary and Conclusion

Experiments were doﬁe on Ti-Ge, Pd-Ge, Zr-Ge, Fe-Ge and Cr-Ge thin film cou-
ples. Phase characterization was done by means of Rutherford Backscattering
Spectrometry and by means of X-ray Diffraction Spectrometry. TigGeswas found
experimentally to be the first phase in the Ti-Ge systemm. In germanides non-
congruent phases with more negative Effective Heats of Formation have been found
as first phases at times e.g. CoGe in the Co-Ge system [83]. The predicted first
phase according to the EHF model is the congruent phase, TisGes. The EHF model
agrees in this case with what was found experimentally by Marshall et. al. [78], who
found Ti;Gej as a first phase.

In the Pd-Ge system, Pd;Ge was found as a first phase. The EHF model
predicts PdGe as a first phase. If we look, hbwever at the Pd-Ge phase diagram
(see Fig. 8 of [8]) it is clear that the liquidus minimum and therefore the effective
concentration is not well defined, due to the two eutectics at 36 and 81 at. % Pd
which have similar temperatures, the more Pd-rich eutectic (760°C favouring Pd;Ge
formation.

In the Zr-Ge system, ZrGe was found as a first phase. The predicted first
phase according to the EHF model is ngGeg. Note that the experimentally found
first phase has a more negative Effective Heat of Formation aﬁd is also slightly non-
congruent, with a difference in temperature of only 20°C between the peritectoid
and the liquidus.r Non-congruent germanide phases vﬁth more negative Effective
Heats of Formation tend to form first in some systems[8].

In this work the phase found to form first in the Fe-Ge system is FeGe. Of
the three forms of FeGe, FeGe(cubic), FeGe(monoclinic) and FeGe(hexagonal), the
cubic phase has been found to occur at the lowest temperature compared to the
other two. It is most likely to be a true first phase. It is followed by .FeGe(m) and
FeGe(h) at higher temperatures. According to Pearson’s Handbook, these phases
should occur in the order FeGe(c), FeGe(h) and FeGe(m) as temperature is raised.

That FeGe(c) should occur first agrees with this work, but the order of the two
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other phases are observed in the reversed order. This is not too suprising because
we are dealing with a thin film case here, whereas Pearson’s Handbook refers to
bulk cases. Heats of formation were calculated using the Miedema model [9], with
a AH™" of 15kJ/mole.at. The reason for choosing this value is that a AH'ens
of 25kJ /mole.af. (which is usually used in this model) not only leads to a positive
value of AH® but also gives a large positive value for the heat of reaction calculated
for interaction between FeGe and Ge to produce FeGe;. Using a AH"*** value of
15k]J /mole.at. the EHF model predicts the phase FeGe which we find experimentally
to be the first phase. The EHF model predicts that there is thermodynamically not
much to choose between FeGe (AH' = ~7.0) and FesGe; (AH’ = —6.8). The phase
FesGes; was however not observed at all. This is not surprising because there are
doubts as to whether this phase exists (see Fig. 3.14[16] ). The phase formation
sequence found for Fe<Ge, was FeGe as a first phase followed by FeGe,. For the
case FerGe, it was FeGe as a first phase followed by FeGe,;. For the case Fe>QGe,
FeGe was found first followed by Fe;Ges. Phases FeyGe; and FegGes wh_ich should
have been observed for the case Fe>Ge were not observed probably because Fe,Ge;
is a high temperature phase and there are doubts about the existence of FegGes
according to the phase diagram. No samples were Fe-rich enough to produce the
phase FesGe. According to the EHF model the sequence for the case Fe<Ge should
be FeGe followed by FeGes;. This is in agreement with the experimental results.
For the case Fe>Ge the EHF model predicts the sequence (if one does not take
into /a.ccount Fe,Ges and FegGes for reasons already given) FeGe, FesGes followed
by FesGe. This is in agreement with experimental results. Fe3Ge was not observed
Because samples were not Fe-rich enough to produce this phase.

In the Cr-Ge system the first phase was found to be Cr1;Geg. This does not
agree with the results of Lundberg et. al. [90] who found CrsGe; as a first phase.
They could however not index this phase unambiguosly. According to the predictions
of the EHF model, the first phase should be CrGe. Such disagreements between
experiments by different groups and between experiment and theory can be expected

since Cr is a getterer of oxygen, something that may change atomic concentrations
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at the growth interface, thus affecting the first phase that forms. It is however very
interesting to note that there is according te the EHF model not much to choose
thermodynamically between CrGe, Cry;Ges and Cri1Geyg (see Table 1) especially if
it is taken into consideration that thermodynamic quantities are usually not known
with .accuracies better than 10 %. The phase sequence observed experimentally
for Cr-Ge for the case Cr<Ge_ was Cr;)Geg, CrGe followed by Cr1;Geye. For the
case Cr>GQGe, the sequence observed experimentally was Cr;; Ges, CrsGes followed
by Cr3Ge. .
It should be remembered that elements such as Fe, Cr, Ti and Zr have a great
affinity for oxygen. Impurities such as oxygeﬁ could therefore have a considerable
influence on the effective concentration at the growth interface, which could lead to

inconsistent results in phase formation.



CHAPTER 4

NUCLEATION AND PHASE
SKIPPING IN GERMANIDES

4.1 Nucleation Theory

4.1.1 WMetastable Phases

Amorphous thin films are metastable. Nucleation constitutes a barrier that prevents
metastable phases from transforming into stable phases (e.g. the failure of diamond
to transform to graphite at normal pressure and temperature). Processes that lead
to metastable phases are accompanied by changes that happen fast. These may be
changes in temperature and /or pressure. Metastable phases that form in thin film
reactions, do so at constant temperature and pressure. These reactions are relatively
slow. The big question then is, if temperature and pressure are kept constant, what
is it that is varied to produce metastable phases in thin film reactions.

According to general theories of thermodnamics a change in Gibbs function

may be written as

dG = ~SdT + VdP + Y udN; - (4.1)

where.S is the entropy, T the temperature, V the volume, P the pressure, u the

chemical potential and N the number of particles per unit volume. If it is a binary

81
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FIGURE 4.1: Variation of the Gibbs energy as a function of composition C in a

binary system of A and B forming an amorphous alloy a-AB and an intermetalic
compound A,B. [92]

system at constant pressure and temperature then
4G = (2 — )N (4.2)

with Ny + N3 = constant. N is a variable, and the reaction will happen in a direction
towards equilibrium. o

' - dG - )
dN; 0 . (43)

i.e. the reaction seeks a2 minimum in the free energy versus composition curve G =

G(c:) where ¢; = N;j/N; + N, [92]. There can be several minima in the G(¢;)
curve. Fig. 4.1 is a free energy versus composition diagram for a binary system of
A and B. The free energy curves of an amorphous alloy a—AB and an intermetallic

compound, A,B are shown in this diagram. The composition limits of the product



4.1. NUCLEATION THEORY ‘ 83

phase is defined by tangents extending from a point of the free energy curve to the
chemical potential of the element A or B. It is not possible to go from the elements
to the amorphous aﬂoy or the intermetallic compound by a continuous change in
composition. Such a process requires free energy to decrease all the time, but part
of the curve goes up in energy as composition changes. The same is true for the
transition between the amorphous alloy and the compound. Formation of the alloy
or compound can only occur by a jump from one composition to the other, i.e. by
nucleation. The nucleation barrier may be different for different phases, therefore the
stable phase or phases which have the largest free energy change is not necessarily
the one with the lowest nucleation barrier. If the amorphous alloy can nucleate

preferentially and can grow rapidly, then we have solid phase amorphization [92]

4.1.2 Solid phase amorphization

An amorphous solid is a one without long rmge order. In some cases (e.g. Si) the
first neighbour covalent bond lengths may remain ﬁncha.nged. The first neighbours
around a certain atom form a tetrahedron, like in the crystal, but the angles between
the tetrahedra are not fixed, and this lead to a loss of long range order [92]. In
general amorphous thin films are made by ultrafast processes, in which there is
rapid change in temperature, (e.g. quenching of a liquid alloy or vapour deposition
of a thin film on a cold substrate, ion irﬁpla:ltation, etc.) In these processes there is
a rapi& change in temperature, pressure or composition. These are accompanied by
2 high rate of energy change. Cases discussed here are the formation of alloys by a
slow reaction of bilayer thin films. The rate of energy change is slow. The free energy
change AG of the reactions that lead to the formation of amorphous layers from
crystalline films must be negative. Fig. 4.2 shows reaction paths and energy changes
in a bilayer thin film of A and B, which reacts to form either metastable phase
a—AB or an equilibrium intermetallic compound A.B. The broken line represents
the reaction path leading to the metastable phase with a kinetic barrier of AH,
(per atom) and an energy change of AG, (per atom). The solid line represents the

reaction path leading to the stable (equilibrium) phase with a kinetic barrier of AH,



84CHAPTER 4. NUCLEATION AND PHASE SKIPPING IN GERMANIDES

Energy

Reaction coordinate

FIGURE 4.2: Reaction paths and energy changes in a bilayer thin film of A
and B, which reacts to form either metastable phase a—AB or an equilibrium
intermetallic compound A, B. The broken line represents the reaction path leading
to the metastable phase with a kinetic barrier of AH; {per atom) and an energy
- change of AG; (per atom). The solid line represents the reaction path leading to
the stable (equilibrium) phase with a kinetic barrier of AH, and an energy change

of AG, (adapted from [92]).

and an energy change of AG,. AH, is greater than AH, by assumption.
AH, and AH, are taken to be the activation energy barriers of nucleatiﬁg the
critical nuclei of the stable phase and of the amorﬁhous phase, respectively. The

ratio of their nucleation numbers according to K.N. Tu et.al. [92] are:

(AH, — AH)
kT

N,
=2 — exp[—

N e (4.9)

where AH, = = Ao(1e)*/(AG,)? AH, = A1) /(AG)?, A and A, are geometrical
shape factors and -, and 71 are the average surface energy per atom of the critical
nuclei of the stable and amorphous phases, respectively. The ratic can be put in the
form |

n ~ gl - ;;(;)%AG ) "(_4.5)
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AG, and AG, are the driving forces of the reactions, thus the condition of the
metastable phase formation is that the magnitude of AG; should be close to that
of AG,, so that kinetics rather than the driving force dominates the reaction. Since
it has been assumed that AH, > AH,, then it follows that 4, > <¥,, and thus
N; >N, (if one neglects the ratio of the shape factors). The kinetic barrier AH; (see
Fig. 4.2) prevents the transformation of the metastable phase into another phase.

The amorphous phase, according to this view [92], will nucleate because its

barrier is lower than that of the crystalline phase.

4.1.3 The critical nucleus

To form a critical nucleus of N atoms [92], the energy change AHy is
AHy = —NAHzc +bNiy,¢ (4.6)

where AH s and vy4¢ are the heat (per atom) of amorphous-to-crystalline transfor-
mation and interfacial energy (per atom) between the crystalline and the amorphous
phases, respectively. The geometric constant b depends on the shape of the nucleus

(sec Fig. 4.3).

OAHy
N = 0 : 4.7
thus
- 4b3 ,.rS
AHy = ——42¢ )
TN R (4.8)
The number of atoms in the critical nucleus is
8b3 YAC a3 2AH N
it = —(—— )P = —— 4,
Noie = o7 (AHAG) AHye (4.9)
r.e. Nerir does not depend explicitly on b. From eq.4.8 we get
| 9TAHyAH?,
brac = (———29) (4.10)

Nt and byao can be determined if AHy and AH Ac are known. In most cases N

is about equal to the number of atoms in a unit cell [92].
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FIGURE 4.3: Heterogeneous nucleation of a nucleus on the free surface of an
amorphous thin film [92].

4.2 Factors Affecting Nucleation

It has been observéd that layer thicknesses of growing ﬁhascs follow a linear de-
pendance with time, if tlie interaction is reaction limited. If the iﬁtera.ctidn is
diffusion-limited then layer thicknesses show a square root dependance with time.
Several cases of silicide formation which are reaction-limited have been found to
be reaction-controlled. Well known examples are NiSi—+NiSi;, RhSi—Rh,Si5 and
MnSi—+Mn,;Sii9. An excellent review of these transitions mnvolving nucleation con-

trolled silicide formation has been given by d'Heurle [93]:

1. Nucleation effects will be more prominant whenever the heat of reaction AHp

- is small or nearly zero.

2. The small temperature range over which nucleation reactions occur requires a

_positive entropy so that the free energy change can become negative.

3. Compound phase formation in these reactions start at a specific nucleation site
with rapid growth towards the surface, in the case of thin films, thereafter fol-
 lowed by lateral growth. The growth morphology of the sample surface makes
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the sample look dull and wavy-like. This is characteristic of a discontinuous

localized process.

4. A small heat of reaction and therefore nucleation controlled growth is likely
to occur wherever a transition from one phase to the next results in a small

change in composition e.g. RhSi—Rh,Sis.

Nucleation barriers may also prevent some phases from forming. Pretorius et. al.

[94] has given these additional factors as those that might influence phase formation.

o Phases with large numbers of atoms per unit cell, might have difficulty in
nucleating. In the Pt-Al system Pt,Al; with AH' = —4.75 is found to form
first even though PtsAly; has AH' = —5.94kJ(mol.at.)"t. PtsAl; has 416

atoms per unit cell whereas Pt;Al; has only 5 atoms per unit cell.

o Some crystal structures may be complex and might not nucleate as easily as

others.

¢ Nucleation should be easier at higher temperatures due to greater mobility of

the atoms.

¢ Non-congruent phases of the silicides and germanides do not nucleate easily.

On the other hand metal-metal systems are found to nucleate readily.

e Directionality of bonds is thought to play a role in the phase formation of

germanideé and silicides.

All the factors mentioned above can contribute to a barrier for nucleation and the
time available for nucleation thus becomes irﬁporta.nt. This is best illustrated in
Fig. 4.4. If the system is in an initial state Gy it can lower its free energy to a value
G, by forming compound A or to a lower energy state by f;)rming the compound
B. However, if the nucleation barrier to form B is larger than that for forming A,
formation of A after a time At; will lead to a larger free energy change than the
formation of B. It is claer that for the equilibrium case, where the time available
for nucleation At is infinity, formation of B and not A will lead to the biggest free
energy change. |
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FIGURE 4.4: A system which has an initial energy G; can lower its free energy
to a value G4 by forming compound A or to a lower energy state Gp by forming
compound B. If the nucleation barrier to form B is larger than to form A, then

formation of A after a time t; will lead to a larger free energy change than formation
of B.[8].

4.3 Nucleation of Congruent and Non-congruent Phases
4.3.1 - Metal-metal systems

Congruency and directionality of bonds could somehow be interrelated. Congruency
seems to play a role in phase formation where there are directional bonds. It is known
that in metal-metal systems, congrﬁency or non-congruency of phases does not seem
to count when phase formation occurs. Non-congruent metal-metal phases seem to
nucleate just as easily as congruent phases. The rule for predicting phase formation
in metal-metal systems using the Effective Heat of Formation model[11] is:

The first phase to form during metal-metal interaction is the phase with the

most negative effective heat of formation at the concentration of the liquidus mini-
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mum of the binary system.

This rule works very well for metal-metal systems.

4.3.2 Metal-silicon systems

Silicon forms directional bonds with other atoms due to the sp® hybridisation of
silicon. In metal-silicon systems congruency plays a decisive role in the formation
of phases. The rule for predicting first phase formation in metal-silicon systems
according to the EHF model [11,12, 8,95,96] is:

The first compound to form during metal-silicon interaction ts the congruent
phase with the most negative effective heat of formation at the concentration of the
fiquidus minimum of the binary system. |

This rule is followed very closely by metal-silicon systems.

4.3.3 Metal-germanium systems

Germanium is more metallic than silicon. The rule for first phase forﬁation in
metal-germanium systems according to the EHF model {11, 12,8,95,96]is:

The first phase to form in metal-germanium systems is either the congruent
phase or the non-congruent phase with the most negative eﬁeciive heat of formation
at the concentration of the liguidus minimum of the binary system.

Though congruent phases are more favoured in metal-germanium systems than
non—con-gruent phases, there are cases where non-congruent phases have been found
to foﬁn first. Well known examples include the Co-Ge system where CoGe has at
times been found to form first. CoGe is non-congruent and has a more negative
effective heat of formation than the congruent phase CosGe; [81]. If one examines
Table 4.1, one notices that for these three systems, Hf-Ge, Ni-Ge and Ti-Ge, there
are non-congruent phases with more negative effective heats of formation than the
congruent phases. The question to ask is: Is it possible to nucleate these non-
congruent phases first? In this investigation this was attempted in the Ni-Ge and

Ti-Ge systems by heating at low temperatures for long times.
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TABLE 4.1: Effective heats of formation calculated for some germanide systems which
have non-congruent phases with more negative Effective Heat of Formation values than
the congruent phases tn the same binary system.

System Congru- Composition aAH! Predicted Observed Ref

ency kEJ(mol.at)}™! Phase Phase
Liquidus Minimum = Hfo.030CGec070
HfzGe (32) NC Hfp 750 Geg.250 —2.05
Hf;Ge (12) NC Hfg.667 Gea 333 —3.01
HfsGes {16) c Hfg.625Gep ars —3.54 Hi;Ges HfsGea [so]
Bi;Ges (10) NC Hfy 600 Geg 400 —3.86 '
HfGe (-) NG Hfo 500 Geo_soo —5.07

Hi{Gea (12) NC Hfg.333 Geg.g67 —-6.21

Liquidus Minimum Nip 33p Gea g70

NisGe {4) C Nip_750 Geo.250 —7.74

-NizGe (12) NC Nip 57 Geo.aaa -10.60
NisGez (4 or 32) C Nig g25 Geg.ats —11.77 NisGea Nis;Ges iTS,SO,QI]
NiGe (8) NC Nio_soo Geg.so0 - —13.40 :

Liquidus Minimum Tio.110Geo.800

TisGes (16) C Tip.s25 Gep a7s —~10.45 TisGes  TisGes  [78]
TigGes (44) NC Tin.545Geqg 455 —12.98 TigGes [841
TiGez (24) NC Tip.333Geo.667 —-15.69

4.4 Ni-Ge Binary System

Thin layers of Ni and Ge were deposited without breaking vacuum, on Si< 100 >
covered with Si0,. The thickness of the oxide was more than 4000A. A sample
configuration of SiO;/Ni(1700A)/Ge(1000A) was prepared. The SiO,/Ni/Ge sam-
ples were annealed for two days in vacuum. The vacuum was.better than 10~7kPa.
Samples were analysed using Rutherford Backscattering Spectrometry (RBS). The
- RUMP (Rutherford Backscattering Utilities and Manipulation Program) was used
to determine thicknesses and phases formed. Phase identification was also carried

out with X-ray diffraction (XRD). o -

4.4.1 Results

The aim of this experiment was to see whether it is possible to nucleate the non-
congruent phase NiGe as a first phase. Non-congruent phases are known to nucleate

first in metal-germanide systems at times, especially when they have effective heats
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FIGURE 4.5: Backscattering spectra of Ni-Ge samples. They are made up of
Si<>/Si0,/Ni(1700A)/Ge(1000A). The step height on the Ni signal of the sample
annealed at 115°C correspond to that of the phase NisGe;. The 100°C as well as

the spectrum of the as deposited sample show no interaction.

of formation which are much more negative than congruent phases in the same
‘binary system [8]. In these experiments by annealing at a low temperature for a
long time (2 days) the velocity of the growth in“cerface is lowered, thus giving more
chance to the non-congruent phase to nucleate.

" Results obtained after RBS analysis are shown in Fig. 4.5 together with
corresponding heights on the Ni signal. The as-deposited as well as the sample
annealed at 100°C show no interaction. The signal height on the sample annealed
at 115°C show the formation of NisGe. It is found that even if the temperature 1s
lowered in this system, the first phase is still NizGes. |
XRD results are shown in Fig. 4.6. The spectrum corresponding to the as deposited
sample, show that Ni has crystallised. The sami)le annealed at 100°C for 2 days has
no peaks corresponding to any compound phase of the Ni-Ge binary system. The
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FIGURE 4.6: XRD spectra for a sample annealed at 115°C for 2 days, shows that
either NisGes or Ni,Ge is the first phase to form. There are no peaks corresponding
to the phase, NiGe.
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spectrum of the sample annealed at 115°C for 2 days shows the presence of NigGes
(peaks of NisGez overlap with those of NizGe). There are no peaks corresponding
to NiGe. '

4.5 Ti-Ge binary system

A layer of Ti of thickness 2500Awas deposited onto oxidized Si wafers. Ge of
thickness 2050Awas deposited on top of the Ti layer. The overall atomic composition

of the samples was, Tige1Gepag. The samples were annealed in vacuum better than

10~"kPa at various temperatures for 1 day.

4.5.1 Results

Fig. 4.7 shows RBS results for these samples. There was no observable interaction
on the as deposited sample. A sample annealed for 1 day at 400°C also showed
little interaction. The step height 611 the sample annealed at 440°C indicates the
formation of TigGes. This is the first phase to form according to these RBS results.

Fig. 48 shows XRD spectra of Ti-Ge samples. The vigin sample showed that Ti
crystallises upon deposition. There are no other peaks on this virgin spectrum. The
sample annealed at 400°C showed that Ge had crystalised. It also shows a peak
belonging to TigGes. At 440°C peaks belonging to TigGes can be clearly seen. At
this sta;ge there is still unreacted Ge and Ti. The XRD results agree with the RBS

observations.

4.6 Discussion

Annealing samples at lower temperatures lowers the velocity of the growth interface,
therefore giving all phases more time in ﬁrhich to nucleate, thus the phase with the
most negative AH’ would be expected to form. In the case of Ni-Ge it was expected -
that NiGe would nucleate first. NiGe is closest to the concentration corresponding

to the l'iquidus minimum in the Ni-Ge phase diagram. It also has the largest effective
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FIGURE 4.7: Backscattering diagram of Ti-Ge samples. They are made up of

- Si<>/5i04/Ti(2500A)/Ge(2050A). The step height on the Ti signal of the sample
annealed at 440°C correspond to that of the phase TigGes. The 400°C shows
little interaction. The spectrum of the as deposited sample show no interaction.
Samples correspond to overall composition Tig¢; Geg.se-

heat of formation. Annealing samples of Ni-Ge at about 115°C for two daysl only
resulted in the formation of NizGes as. a first phase, which also is the first phase
found at higher temperatures [78,80,91]. ' |
In the case of the Ti-Ge system, annealing for long periods of time at low
temperature, even up to five days, resulted in no compound phases that could be
detected within experimental limits. These attempts were aimed at obtaining the
phase TiGe;. Only annealing at temperatures above 400°C for 1 day resulted in any
phases being formed. This temperature is very- close to the normal temperature at
 which phases in this system occur during short period anneals. This may be due
to a nucleation barrier that may have to be overcome before any nucleation takes

place in this system. If this is the case then phases will form only above a certain
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FIGURE 4.8: XRD spectra of Ti-Ge samples annealed for 1 day. The virgin
sample shows only peaks of Ti. The sample annealed at 400°C shows that Ge has
crystalised. There is also a peak belonging to TigGes. At 440°C peaks of TigGes
have grown larger. Both Ge and Ti are still present in the 440°C sample. No peaks
corresponding to TiGe,, which has the most negative AH’ (—15.69kJ/mol.at.) are
observed. '
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FIGURE 4.9: A diagram showing possible dependance of interfacial velocity and
mobility on temperature during solid state phase formation. In (a) nucleation
of a phase could be assisted at low temperature if the growth interface velocity
decreases faster than the atomic mobility. The case illustrated in (b) however
applies to the Ni-Ge and Ti-Ge systems as phases with the most negative AH’' do
not nucleate at very low temperatures.

temperé.ture. Secondly phases may fail to nucleate because of contamination by
oxygen. It is known that Ti is a getterer of oxygen. The presence of oxygen may
delay nucleation of the phases at the growth ihtefface by forming bonds with Ti
‘atoms. It is important to note that reducing the anneal temperature will not only
result in a lower velocity for the interfa._ée, but will also reduce mobility of the
atoms. If the decrease in atomic mobility is less than the decrease in interfacial
velocity then the phases we sought to nucleate (NiGe and TiGez) would have had
a larger likelihood to form at lower temperatures (see Fig. 4.9(a)) The fact that
these phases do not form first at lower tempefé.tures suggth that atomic mobilities
in the two systems (Ni-Ge and Ti-Ge) are reduced at a hjgher rate (or at least at
the same rate) than is the reduction of intérfa,cial velocities (see Fig. 49(b))



- CHAPTER 5

A STATISTICAL VIEW OF PHASE
FORMATION

5.1 Theory

Consider thin films made up of two different elements A and B deposited on top of
each other on top of a non-reactive substrate. At high enough temperatures atoms
of A and B will be released into the reaction region, and will start to react. One
needs to find out what factors lead to the formation of 2 compound phase A,B, .
At the interface all percentage mixtures of A and B are possible from (A = 100 %
atoms; B = 0 % atoms) to (A = 0 % atoms; B = 100 % atoms). There will thus be
small regions with 