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ABSTRACT

Wireless muiti-hop networks are not restricted to rural development efforts. They
have found uses in the military, industry, as well as in urban areas. The focus of this
study is on stationary wireless multi-hop networks whose primary purpose is the

provisioning of Internet access using low cost, resource-constrained network nodes.

Topology control algorithms have not yet catered for low cost, resource-constrained
network nodes resulting in a need for algorithms that do cater for these types of
wireless multi-hop network nodes. An algorithm entitled “Token-based Topology
Control (TbT'C)” was proposed. ToTC comprises three components, namely: transmit
power and selection, network connectivity and next node selection. TbTC differs
significantly in its treatment of the synchronisation required for a topology control
algorithm to work effectively by employing a token to control the execution of the
algorithm. The use of the token also ensures that all the network nodes eventually
execute the topology control algorithm through a process calied neighbour control

embedded within the next node selection component.

The proposed topology control algorithm, TbTC was simulated using ns-2 and the
performances of a 30-node network before and after the algorithm was utilised, were
compared. The Packet Delivery Ratio, Delay, Routing Protocol Overhead and Power
Consumption were used as the simulation parameters. The neighbour control process
was found to significantly reduce the number of hops taker by the token to visit each
network node at least once. It was found that this process shortened the token

raversal by 37.5%.

Vit



Based on the results of its simulation, TbTC proves the positive benefits that can be
accrued to the use of tokens in topology control as well as highlighting the negative
benefits of the creation of uni-directional links in wireless multi-hop networks that

utilise the TEEE 802.11 standard.
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CHAPTER ONE

INTRODUCTION AND BACKGROUND
1.1 Preamble

Efforts to bridge the digital divide in rural communities has led to the design and
deployment of wireless multi-hop networks (see Fig. 1.1). A common scenario sees
the provision of wireless links between nearby houses. These links are created by the
mounting of antennas (connected to routers) onto houses. The routers are then
considered to be nodes on the resulting wireless multi-hop network. These wireless
multi-hop networks may span an entire community where the primary purpose is
usually the sharing of an outside connection to the Internet (via a pre-designated
Internet gateway) and may or may not contain multiple distinct routes between any

source-destination pair.

Wireless multi-hop networks are attractive alternatives for connecting rural
communities (Allen, et al, 2003), due to their potentially low cost, simplicity,
potential for robustness, low power requirements, and the ability to dynamically add

subsequent nodes (ensuring scalability), amongst others (Motorola Inc, 2005).

Critical elements for a wireless multi-hop network include the continuous
participation of network nodes, the use of a routing protocol, and the network

topology or layout. The inter-dependence of these elements is shown in Fig. 1.2.



Fig. 1.1 - Wireless multi-hop network example

Unfortunately, there are circumstances under which a network node may cease to
participate in the wireless mesh network. Possible causes include environmental
factors such as atmospheric interference, electromagnetic interference, attenuation,

multipath interference, refraction and reflection (Stallings, 2005).

Defective equipment and human intervention (Lee, et al, 2004) are possible alternate
causes for wireless multi-hop network nodes to cease their participation in the

network. In other words, network node disconnectivity is experienced.

(]
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Fig. 1.2 - Interdependence of Network Elements

Topologies in wireless multi-hop networks are formed by the connections that are
made between the nodes that comprise the network, and are dependent upon
individual nodes’ transmission characteristics (Naghian, 2004). An efficient wireless
multi-hop network topology is not too dense or too sparse. In other words, the average
node degree (number of neighbours) for every node in the network should fall within
some pre-defined bound. If the topology is too sparse (the average node degree is too
low), there is a danger of network partitioning and high end-to-end delay; if the
topology is too dense (the average node degree is too high), the limited spatial reuse

reduces network capacity {Ramanathan and Rosales-Hain, 2000).

Network node disconnectivity affects the network topology by reducing the
probability that a path exists between every possible source destination pair. The
network topology affects the aggregate throughput of the network (Jangeun and
Sichitiu, 2003), and is usually a reliable indicator of the robustmess of a wireless
multi-hop network, but robustness can only be assured if network nodes continuously

participate in the network.
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Fig. 1.3 — Layout of a typical South African community

Desirable properties for wireless multi-hop network topologies are given in (Hu,
1993), and the need for regular and uniform topological structures is stated. Regular
wireless multi-hop network topologies have the added advantage of being able to
leverage the design and layout of houses or buildings in a typical community, as

depicted in Fig. 1.3.

Cardell-Oliver (2003) conducted a study in which the network topologies shown in
Fig. 1.4 were used. These topologies heed the appeal for regular and uniform
topologies in (Hu, 1993). Although the work of (Cardell-Oliver, 2003) focuses on

wireless sensor networks, there is sufficient commonality between wireless sensor
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Fig. 1.4 — Network Topelogies proposed in (Cardell-Oliver 2003)

networks and wireless multi-hop networks in general for the topologies shown in Fig.

1.4 to be applied in this research.

An important additional criterion for the selection of the network topologies shown in
Fig. 1.4 is the variation in the average node degree (number of neighbours) for each
network topology. As stated earlier the average node degree has an important
influence on the performance of the network and the optimal average node degree is
usually bounded. For the purposes of this study, the ability of the network topologies
to deliver data packets to the intended destinations in “perfect” conditions (where
nodes possess 100% reliability) and when confronted with network node
disconnections will be investigated. This investigation will aid in providing the

necessary bounds for the proposed topology control algorithm.

For the purposes of this study we focus on stationary, community-based wireless

multi-hop networks that are moderately sized and aim to obtain the optimal average



node degree based on the results obtained from the network topologies shown in Fig.
1.4. The results obtained will be used to develop a topology control algorithm that can
be implemented on resource-constrained wireless multi-hop network nodes (such as

the Linksys WRTS54G) in order to achieve maximum network performance.

1.2 Statement of the Problem

A network topology is a critical element for the successful operation of the network.
For a wireless muiti-hop network, the network topology assumes added importance
because it affects the average throughput, the amount of interference experienced
{Akella, et al, 2005), (Jain, et al, 2005), the efficiency of the routing protocol and the

robustness of the network.

The topology control algorithms proposed thus far are unsuitable for low-cost
community-based wireless multi-hop networks due to their computational complexity
{which increases the cost of the nodes), high communication overhead and
information requirements that require capabilities currently not available for low cost,

resource-constrained wireless multi-hop network nodes.

These topology control algorithms can also lead to network instability (possibly
resulting in a partitoned network) whilst converging in deployed scenarios
(Srivastava, et al, 2004). An additional weakness of the majority of proposed topology
control algorithms lies in the lack of data originaring from either recognised network

simulators or real-life wireless multi-hop network test-beds.



In this work an investigation has been conducted into the optimal average number of
neighbours and the results of this study have been used to develop a topology control
algorithm specifically for low cost, resource-constrained nodes. A practical topology
control algorithm eliminates complex computations, reduces the communication
overhead to its absolute minimum, does not require position information that can only
be obtained via the Global Positioning System, and never creates a partitioned
network however short it may be. As a result a practical topology control algorithm
should reduce interference and contention for the transmission medium whilst

lowering the total energy consumption.

1.3 Rationale for the Research

The continual bridging of the digital divide throughout the world is being
accomplished through the use of various technologies, one of them being wireless
multi-hop networks. These networks are eminently suitable because of their specific
characteristics (highlighted in Section 1.1). Despite the social importance of these
networks, the emphasis is usually on providing cost-effective solutions. These
networks are created through the use of low cost, resource-constrained nodes and the
efficient operation of these networks can be aided by topology control algorithms to

ensure thar the optimal numbers of neighbours are within transmission range.

Topology control algorithms are designed to reduce interference and increase the
network capacity by maximising the spanal reuse of the transmission medium.
Current topology control schemes are not suitable for use on low-cost, resource-

constrained nodes due to the characteristics highlighted in the previous section. This

~1



study aims to develop a practical topology control scheme for low cost, resource-

constrained wireless multi-hop network nodes.

1.4 Research Questions

Pertinent to the study two research questions are posed:

1. Which network topologies can be utilised in static community-based wireless
multi-hop networks and are they robust enough to handle node disconnectivity?

2. Can a topology control algorithm be tailor-made for use on low cost, resource-

constrained wireless multi-hop network nodes?

1.5 Research Goals and Objectives

4.5.1 Goal

The purpose of this project is to develop a wireless multi-hop network topology

control algorithm for low cost, resource-constrained network nodes.

1.5.2 The Objectives

The following research objectives were derived from the main research goal:

i. To identify and investigate possible wireless multi-hop network topologies with
varying average node degrees under “perfect” conditions:

ii. To investigate these wireless multi-hop network topologies when confronted with

random disconnections amongst critical nodes;



iii. To develop a wireless multi-hop network topology control algorithm for low cost,
resource-constrained network nodes using the identified design criteria. This
topology control algorithm will utilise the bounds obtained (on completion of
Objectives 1 and 2) for the optimal average node degree, and

iv. To compare the performances of a network before and after the topology control

algorithm has been applied to it.

1.6 Methodology

The results of this project should be applicable to wireless multi-hop networks that
employ low cost, resource-constrained network nodes. These networks include
research test-beds as well as those wireless multi-hop networks that are deployed in
communities across South Africa. The alternative research methods that were

available are listed below and the most suitable method was chosen,

1.6.1 Research Method One

This method constitutes the construction of a stationary wireless multi-hop network
test-bed with which we can study the performance of the network topologies
identified. A real-world implementation of the topology control algorithm would be

required for installation on the network nodes.

The disadvantages of this approach are three-fold. Firstly, this method is time
consuming because the test-bed has to be correctly set up. Secondly, the time required
to develop a real-world implementanion of the topology control algorithm may exceed

the time limits for this study. Thirdly, use of the test-bed ofien does not provide



enough detail of the real-world phenomena and usage characteristics that are

encountered in community-based wireless multi-hop networks.

1.6.2 Research Method Two

An alternative approach would be 1o identify an existing community-based wireless
multi-hop network. This type of network would provide more detailed information on
real-world phenomena as well as the usage characteristics of the participants in the

network.

This type of network may also introduce another layer of complexity if the deployed
network does not employ the Ad hoc On-Demand Distance Vector (AODYV) routing
protocol. In this case the firmware of all the nodes in the network would need to be

modified to run the AODV routing protocol.

Other critical disadvantages associated with this research method are the inability to
easily alter the topology of the wireless multi-hop network as well as having 1o update
all the nodes in the network to accommodate the topology control algorithm, The risk

of exceeding the time limit imposed on this study is a mitigating factor.

1.6.3 Research Method Three

The final method constitutes the determination of the “typical” wireless multi-hop
nerwork node. Information such as the transmission power, reception threshold,
channel bandwidth, channel delay, channe] error probability, and the area covered by

the network could be obtained from those responsible for the deplovment of these

10



wireless multi-hop networks in communities. This data could then be used as input
into a simulation model.

This method has advantages of being easily modified to employ the required routing
protocol as well as the topology control algorithm. Physical interaction with actual

network nodes is also avoided.

Unfortunately, the results are dependent on the accuracy of the model parameters used

and therefore may not accurately portray or consider some real-world phenomena.

1.6.4 The Chosen Method

Both Method One and Method Two provided more detail in terms of the real-world
phenomena and usage characteristics encountered in the deployment and operation of

community-based wireless multi-hop networks.

However, neither of the two methods fell within the time constraints imposed upon
the project, therefore Method Three was chosen. This method emploved the ns-2

(hup:/ www.isi.edu/nanam/ns) nerwork simulation tocl. Ns-2 is an open-source,

standards-based discrete event simulator targeted at networking research. This tool

provided extensive support for IEEE' 802.11% wireless networks

Institute of Elecmrical and Electronic Engineers
2 -
- IEEE Working Group responsible for Wireless LAN swandards
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1.7 Organization of the Dissertation

The remainder of this dissertation is organised as follows: Chapter Two consists of
the review of work relating to the optimal number of neighbours and topology control.
The chapter begins by presenting the theoretical framework that is used to analyse the
related work and ends with the design criteria necessary for a topology control
algorithm. In Chapter Three the optimal number of neighbours in a 30-node wireless
multi-hop network is determined. This result is added to the list of design criteria
determined in Chapter Two. Chapter Four details the Token-based Topology Control
(TbTC) algorithm which is designed using the design criteria from Chapters Two and
Three, This chapter ends with the results obtained from TbTC’s simulation as well as
some of its limitations. Finally, Chapter Five presents the conclusion and possible

future work.



CHAPTER TWO

LITERATURE REVIEW

2.1 Overview

Topology control for wireless multi-hop networks is an attempt to automate the
process of obtaining and maintaining the optimal node degree (number of
neighbours). The need to control the number of neighbours that a node possesses
arose from the need to minimise interference, maximise the network capacity and

throughput and to improve the power consumption of the nodes in the network.

Several studies have been conducted into obtaining the optimal node degree (also
known as “magic numbers”) in a wireless multi-hop network (Kleinrock and
Silvester, 1978), (Takagi and Kleinrock, 1984), (Wan and Yi, 2004), (Xue and
Kumar, 2004) (Philips, et al, 1989) (Xue, Kumar, 2006) (Hou and Li, 1986), yet none
of these “magic numbers™ have been compared in simulated networks (Mudali et al,
2007). Some of these studies propose magic numbers that are lower bounds whilst
others propose upper bounds. Some studies propose magic numbers that are
independent of the total number of nodes in the network whilst others establish a
relationship between the “magic numbers” and the total number of nodes in the

network.

Topology control aims to automate the construction of a network topology that is
based upon each node in the network possessing the optimal number of neighbours.

Several researchers have developed topology control schemes and manv of these



topology control schemes are based on the application of Graph Theory' to create and

maintain an optimal network topology.

This chapter presents a critical analysis of both “magic number” research and existing
topology control schemes. Both analyses are based on specifically designed

frameworks that will be introduced.

2.2 The Optimal Node Degree (Number of Neighbours)

2.2.1 Overview

Research into the optimal number of neighbours was initiated to aid in the planning of
optimal wireless multi-hop network topologies. An optimal network topology is
dependent on every node in the network having an optimal number of neighbours.
Nodes having too few neighbours results in reduced route redundancy, which reduces
the robustness of the network whilst 0o many neighbours results in increased
interference and contention for the transmission medium. The next section introduces
the framework that is used to analyse the accumulated body of literature that has dealt

with this aspect of wireless multi-hop networks.

2.2.2 Framework for Analysing Work Related to the Optimal Node
Degree (Number of Neighbours)

! The term “node degree” is derived from the field of Graph Theory
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The review of related work was conducted with the aid of the following

characteristics identified within the literature. The aim of this framework is to help

categorise and critically analyse the published body of research results in this field.

L

Dependency on Network Size
The optimal number of neighbours is either a fixed constant that is
independent of the total number of nodes in the network, or it varies dependent

on the total number of nodes in the network.

Is the Optimal Number of Neighbours Lower-bound and/or Upper-
bound?
The optimal number of neighbours’ value can be either a prescribed minimum
or a prescribed maximum. The lower-bound is utilised for specifying
connectivity whilst the upper-bound is utilised for minimising interference and

maximising network throughput.

Primary Objective for finding the Optimal Number of Neighbours
Maximising throughput, reducing interference, guaranteeing connectivity,

minimising path length, etc.

Specification of the Medinm Access Control (MAC) scheme used
A primary purpose of determining the optimal number of neighbours is to
maximise a network nodes’ access to the transmission medium, therefore, the
specification of the optimum number of neighbours for a network should take
into account the type of MAC scheme that is used to control access to the

transmission mediwm.



V. Proof of Concept by Simulation and/or Mathematical Modelling
and/or Implementation

Some values for the optimal number of neighbours for a wireless multi-hop

network are determined solely by either simulation or mathematical modelling

whilst other works perform the modelling and subsequently utilise the

simulation to verify the model.

2.3 Review of Work Related to Determining the Optimal
Number of Neighbours in a Wireless Multi-Hop Network

This review is presented in chronological order in order to portray the evolution that

has taken place in this field of research.

i Optimum Transmission Radii for Packet Radio Networks or Why Six
is a Magic Number (Kleinrock and Silvester, 1978)

Table 2-1 summarises the salient characteristics of the optimal number of neighbours
obtained by (Kleinrock and Silvester, 1978). This is a seminal contribution in the field
when it comes 10 determining the optimal number of neighbours in Packet Radio
Networks (now commonly known as Wireless Ad-hoc or Wireless Multi-Hop
Networks). As the title suggests, the authors prescribe that the optimal number of
neighbours is six in terms of maximising the network capacity and throughput. It
should be noted that the result obtained for the optimal number of neighbours is

independent of the total number of nodes in the network.
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Table -2-1 — Characteristics of (Kleinrock and Silvester, 1978)

Characteristics Value

Dependency on Network Size (total | independent

number of nodes)
Lower-bound and/or Upper-bound Lower-bound
Primary Objective Maximising the one-hop progress of a

packet in the desired direction

Specification of the Medium Access | Yes— ALOHA

Control (MAC) scheme

Proof of Concept Mathematical modelling

Kleinrock and Silvester’s (Kleinrock and Silvester, 1978) work is not directly
applicable to present day community-based wireless multi-hop networks due to the
advances in wireless local area network communications technology. Their work is
based on the use of the Slotted ALOHA medium access control scheme whiist present
day wireless multi-hop networks that are based on the IEEE 802.11 standard typically
use the Distributed Coordination Function (DCF) in order to gain access to the

transmission medium.

Kleinrock and Silvester (Kleinrock and Silvester, 1978) considered the heavy traffic
case in which every node always has data to transmit and will transmit at every
opportunity. This is not a realistic assumption for a community-based wireless mulu-
hop network, because for their assumption to be valid it would require that the
network usage remains stable whereas it has been shown that network traffic is highly

dependent on the time of day and thus impacts on the total network usage.
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Table -2-2 — Characteristics of (Hajek, 1983)

Characteristics Value

Dependency on Network Size (total | independent

number of nodes)
Lower-bound and/or Upper-bound indeterminate
Primary Objective Maximising transmission efficiency i.e.

The expected progress versus the area

covered by the transmission

Specification of the Medium Access { No

Control (MAC) scheme

Proof of Concept Mathematical modelling

it Adaptive Transmission Strategies and Routing in Mobile Radio
Networks (Hajek, 1983)

This work builds upon the work done by (Kleinrock and Silvester, 1978), in which

they suggested that the optimal transmission range was one that allowed for

communication with approximately six neighbours. Thereafier the transmission range

remained fixed or constant.

Hajek (Hajek, 1983) suggests that the transmission range be dynamic and adjusted at
the beginning of every transmission. The routing strategy used was to adjust the
node’s transmission range in order to reach a neighbour node in the direction of the
intended destination node. This strategy does have ome obvious limitation when
applied to low cost, resource constrained nodes that we are considering. This routing

strategy requires that the sending node know the direction of the intended destination

!8




node, which is currently not possible with the network nodes that are typically used in

community-based wireless multi-hop networks.

However, the mathematical modelling done in this work showed that the adaptive
transmission range strategy resulted in each node having an optimal number of
neighbours of approximately 3 despite disregarding the MAC scheme. Some

additional characteristics of this work are listed in Table 2-2.

iii, Optimum Transmission Ranges for Randomly Distributed Packet
Radio Terminals (Takagi and Kleinrock, 1984)

This work differs from most other work in the field by dealing with the optimal
transmission power required to maximise the expected one-hop progress that is made
in delivering data to its destination. Most other work focuses on the optimal
transmission range and the subsequent number of neighbours needed to maximise
throughput. The optimal transmission radii for nodes that are randomly distributed are
calculated for both the ALOHA and Carrier Sense Medium Access (CSMA)
protocols. It should be noted that the ALOHA protocol is a deterministic, time-
division based protocol whereas CSMA is based on the ability to detect when the

transmission medium is not being utilised.

The researchers found that the MAC scheme emploved affected the value obtained for
the optimal number of neighbours. The optimal number of neighbours for networks
that used the ATOHA medium access control scheme was determined to be

approximately eight. It should be noted that this result differs from the results
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Table -2-3 - Characteristics of (Takagi and Kleinrock, 1984)

Characteristics Value

Dependency on Network Size (total | independent

number of nodes)
Lower-bound and/or Upper-bound indeterminate
Primary Objective optimal trapsmission power required to

maximise the expected one-hop progress

Specification of the Medium Access | Yes —both ALOHA and CSMA

Control (MAC) scheme

Proof of Concept Mathematical modelling

obtained from (Kleinrock and Silvester, 1978). This difference is attributed to an
inconsistency where the number of neighbouring nodes around the receiver was
confused with the number of neighbouring nodes around the transmitter. The optimal
number of neighbours for networks that used the CSMA MAC was estimated to be
approximately 5. The results obtaired for the optimal number of neighbours for both
the ALOHA and CSMA MAC protocols is independent of the total number of nodes

in the network. A summary of this work can be found in Table 2-3.

iv. Transmission Range Contrel in Multihop Packet Radio Networks
{Hou and Li, 1986)

In this work, the question of the optimal number of neighbours was investigated from

a hitherto unique position. The authors considered the impact of three different

routing strategies on the transmission range adjustment and ultimately on the optimal

number of neighbours.




Tahle -2-4 — Characteristics of (Hou and Li, 1

Characteristics Value

Dependency on Network Size (total | dependent

number of nodes)

Lower-bound and/or Upper-bound Both lower-bound and upper-bound
Primary Objective Impact of different routing strategies on

the transmission range adjustment

Specification of the Medium Access | no
Control (MAC) scheme
Proof of Concept Mathematical modelling and simulation

The three transmission strategies considered were:

e Most Forward with Fixed Radius (MFR)

This routing strategy forwards packets to neighbours with the greatest

forward progress, regardless of the position of the receiving neighbour;

e Nearest with Forward Progress (NFP)

Packets are forwarded to the nearest neighbour that will result in

forward progress. The transmission power will be adjusted so that it is

just strong enough to reach the receiving neighbour, and

e Most Forward with Variable Progress (MVR)

Same as MFR with the exception that the transmission power is

adjusted so that the distance between the sender and receiver is

successfully traversed.




Table -2-5 — Characteristics of (Philips, et al, 1989

Characteristics Valuae

Dependency on Network Size (total | independent

number of nodes)
Lower-bound and/or Upper-bound Both lower-bound and upper-bound
Primary Objective Determining the effect of the area

covered by the network on the optimal

mamber of neighbours

Specification of the Medium Access | Yes, slotted ALOHA

Control (MAC) scheme

Proof of Concept Mathematical modelling

The mathematical modelling and the subsequent simulation of 100 randomly placed
nodes showed that the optimal number of neighbours required for the maximum
progress and throughput is approximately & for NFP and 6 for both MFR and MVR.

A summary of this work can be found in Table 2-4.

V. Connectivity Properties of a Packet Radio Network Model (Philips, et

al, 1989)
This work establishes a relationship between the optimal number of neighbours and
the area of the plane in which the nodes are distributed. Both lower and upper bounds
for the optimal number of neighbours are presented: 2.195 < optimal number of

neighbours < 10.526, dependent on the use of the slotted ALOHA MAC scheme,

The bounds presented in this work are also dependent on the process followed when

distributing nodes across the plane being considered and this could affect the bounds




Table -2-6 — Characteristics of (Xue and Kumar, 2004)

Characteristics Value

Dependency on Network Size (total | dependent

number of nodes)
Lower-bound and/or Upper-bound Both lower-bound and upper-bound
Primary Objective Establishing a relationship between the

total number of nodes in the network and

the optimal number of neighbours.

Specification of the Medium Access | no

Control (MAC) scheme

Proof of Concept Mathematical modelling and simulation

obtained. The plane considered in this work is assumed to be a square. This may not
be a realistic assumption in real-world deployments of wireless multi-hop networks. A

summary of the characteristics of this work is presented in Table 2-5.

vi. The Number of Neighbors Needed for Connectivity of Wireless
Networks (Xue and Kumar, 2004)

This work developed heuristics that can be applied to any wireless multi-hop network,

independent of the total number of the nodes in the network. The heuristics provided

help to arrive at the lower and upper bounds for the connectivity of the network. The

optimal number of neighbours lies somewhere within the bounds proposed.

One significant proposal emanating from this research is that when each node is

connected to less than 0.0074log(n) nearest neighbours, then the network tends to be




Table -2-7 — Characteristics of (Ferrari and Ton%nz, 2004)
Characteristics Value

Dependency on Network Size (total | independent

number of nodes)
Lower-bound and/or Upper-bound lower-bound
Primary Objective To guarantee network connectivity

Specification of the Medium Access | no

Control (MAC) scheme

Proof of Concept Mathematical modelling

partitioned (disconnected) with probability one as n increases (where » is the total
number of nodes in the network). This amounts to the lower bound on connectivity.
The proposed upper bound states that if each node is connected to more than
5.1774log(n) nearest neighbours then the network is connected with probability one as
n increases. As stated earlier, 0.074log(n) < optimal number of neighbours <

5.1774log(n).

A shortcoming of this work is the disregard for the MAC protocol to be utilised by the
nodes in the network. As proven by (Takagt and Kleinrock 1984) the type of MAC
protocol used does impact on the number of neighbours that a node should possess
within its transmission range. A summary of the characteristics of this work can be

found in Table 2-6.

vil. ~ Minimam Number of Neighbors for Fully Connected Uniform Ad Hoc

Wireless Networks (Ferrari and Tonguz, 2004)




This paper determines the minimum number of neighbours for uniform (each node
has on average the same number of neighbours) wireless multi-hop networks. Existing
work is extended by establishing relationships between the minimum number of
neighbours and the transmission power and node spatial density in a two-dimensional
plane. Critical values for the required transmission power and node spatial density are
established and the failure to meet the critical values means that the full connectivity

of the network cannot be guaranteed.

The authors determined that the *magic number” guaranteeing a fully connected
uniform network is on average equal to x (3.14), provided that the critical values for
the transmission power and node density are met. A summary of the characteristics of

this work can be found in Table 2-7.

viii. Asymptotic Critical Transmission Radius and Critical Neighbor
Number for k-Connectivity in Wireless Ad Ho¢ Networks (Wan and

Yi, 20604)
This work improved upon the upper bound for the optimal number of neighbours that
was established by (Xue and Kumar, 2004). The authors suggested that if each node
in the network was able to connect to a maximum of 2.718log(n) nearest neighbours

then the resultant network topology would be almost surely connected.

A major disadvaniage of this work is the implicit requirement that each node in the
network knows the total number of nodes in the network at any point in time. This
requirement is a drawback especially when the case of community-driven wireless

multi-hop networks is considered. These types of networks are typically expected to
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Table -2-8 — Characteristics of (Wan and Yi, 2004

Characteristics Value

Dependency on Network Size (total | dependent

number of nodes)
Lower-bound and/or Upper-bound upper-bound
Primary Objective To obtain the maximum number of

neighbours required to ensure an almost

surely connecied network topology

Specification of the Medium Access | no

Control (MAC) scheme

Proof of Concept Mathematical modeiling

grow unaided over time and therefore the knowledge of the total number of networks
is not a practical consideration. Additional characteristics of this work are shown in

Table 2-8.

2.4 Summary of Work Related to the Optimal Number of
Neighbours

The initial aim of research in this field of research was obtaining the “magic number”
that would help to achieve the maximum throughput and the minimum delay whilst
minimising the interference caused. These initial “magic numbers” took an
individualistic approach by assuming that once all the nodes in the network had the
prescribed number of neighbours, that the resulting network topology would be
connected. It was subsequently shown that this assumption was invalid (Wan and Yi,

2004), (Xue and Kumar, 2004), (Xue and Kumar, 2006).




This situation led to the “magic number” being dependent on the total number of
nodes in an attempt to ensure that the resulting network topologies were connected.
Once the connectivity could be assured, both the upper and lower bounds on the

proposed “magic numbers” were tightened in order to achieve greater accuracy.

Despite the progress made in this field of research, the number of neighbours could
only be controlled prior to the network’s deployment, during the initial planning and
site determination phase. The lack of an automated method of always ensuring that a
wireless multi-hop network node had the optimal number of neighbours led to the

design of topology control algorithms.

2.5 Topology Control for Wireless Multi-hop Networks

2.5.1 Overview

Topology control can be viewed as a product of the prior research work conducted to
determine the optimal number of neighbours in a wireless multi-hop network. This
recent field of study ultimately aims to automate the process of creating a network
topology wherein each node in the network is connected to the optimal number of
neighbours, resulting in reduced interference and power consumption, whilst
guaranteeing that the network remains connected. Topology control is often a
compromise between the node’s transmission range {which is proportional to the
transmission power), the number of neighbours and the average number of distinct
paths between every source and destination pair. As a result several complex topology

control algorithms have been proposed.



The next section details the framework used to analyse the literature that has

accumulated in the creation of topology control algorithms.

2.5.2 Framework for Analysing Work Related to Topology Control

The review of related work was conducted with the aid of the foliowing
characteristics identified within the literature. The aim of this framework is to help

categorise and critically analyse the published work in this field.

i. Node characteristics

Node characteristics refer to the hardware and firmware platforms utilised by the
nodes. Networks comprised of these nodes can be classified as either homogeneous
or heterogeneous. Homogeneous networks contain nodes with the same
characteristics, such as antenna type, transmission range, routing protocol, and so
on. On the other hand, heterogeneous networks contain nodes with varying

characteristics most often the transmission range.

ii Information Requirements

All topology control algorithms require information in order to perform their
functions. There is an inherent trade-off between the quality of the information
required and the cost of performing the algorithm. Higher quality information
results in higher control message overheads, which adversely affect the
performance of the network. The information that is required by topology control
algorithms usually come in one of three types, namely:

a. Location information



b. Direction information

¢. Neighbour information

Location-based topology control algorithms rely on the network node’s ability to
determine 1ts location usually through the use of a GPS-based system. Direction-
based algorithms assume that network nodes do not know their positions but
possess the ability to estimate the relative direction of each neighbour. The most
common information requirement for topology control algorithms is neighbour-
based information. Neighbours are distinguished by some form of identification,
usually an Internet Protocol address and are usually ordered by link quality. The

works reviewed are based on a requirement for neighbour-based information.

. Architecture

The architectural structure refers to the functioning of the topology control scheme.
Some schemes use a single (usually central) node to determine the best
connectivity for each node in the network. Other schemes are distributed in nature
whereby each node determines its own best connectivity based on the information
gathered. Connectivity relates to the number of neighbours that a node is able to

connect to, or within transmission range.

iv. Link Characteristics
This refers to the types of links that are eventually created by a topology control

algorithm. Links can be either uni-directional or bi-directional in nature,



v. Connectivity Flexibility
This refers to a topology control algorithm’s ability to vary the connectivity of the

network that is created once the algorithm is applied. Some algorithms possess the
ability to create a network topology with varying degrees of connectedness (k-

connectedness) whilst other algorithms do not offer such flexibility.

vi. Suitability for low-cost community-based wireless multi-hop networks
This work focuses on community-based wireless mesh networks. As such, the
issue of cost must be considered when evaluating topology control algorithms. The
costs considered stem from the computational cost of the topology control

algorithm, which in turn determnines the cost of the hardware.

2.6 Review of Topology Control Algorithms

The review is presented in chronological order to portray the evolution of the

topology control algorithms proposed to-date.

i Topology Contrel for Muitihop Packet Radio Networks (Hu, 1993)
This work represents one of the earliest topology control algorithms to be formulated.
Both a centralised and distributed versions of the Novel Topology Control (NTC)

algorithm are described.

NTC adopted a two-step approach in which a network with good comnmectivity is
created via the use of the Delaunay Triangulation (DT) algorithm and the resulting

network topology’s capacity is optimised. The DT algorithm is implemented at a



central node and was used to maximise the minimum angle of all triangles in the
original network topology. The result of this process was the reduction in the average

number of neighbours for the nodes in the network.

The distributed version of the NTC algorithm differs from the centralised version by
requiring every node in the network to implement the DT algorithm independently.
This version eliminates the transferring of data to a central site and the subsequent
wait until the results of the processing can be returned, but it does have its

disadvantages as well.

The disadvantages of the centralised version are discussed first. No mention is made
of the central node selection criteria and the subsequent process of alerting the other
nodes in the network of the identity of the selected node. The use of the centralised
NTC algorithm also introduces unnecessary latency into the topology control process.
All the nodes in the network must submit their local neighbourhood information to the
central node and must wait until the results of the processing can be returned to them

before adjusting their transmission powers.

The processed information that will be returned to the network nodes will not reach
all the nodes in the network simultaneously due to the multi-hop nature of the
networks being considered. This situation may inadvertently compromise the return of
the processed information. The reason for this is that a path that existed before the
application of the centralised NTC algorithm may no longer exist after one or more

intermediate nodes in the original path act on the information obtained from the



Table -2-9 — Characteristics of centralised NTC (Hu, 1993)

Algorithm Characteristics Value

Node characteristics heterogeneous
Information Requirements Neighbour-based
Architecture centralised

Link characteristics Symmetric (bidirectional)
Connectivity flexibility k-connectivity, flexible

Suitability for low-cost community- | Not suitable due tc the use of a central
based networks node for computation, the need for global
knowledge and unnecessarily high

latency.

central node. At best, a suboptimal path to the destination will have to be chosen. At

worst, the processed information will not reach the intended destination.

Another concern is the scalability of the centralised NTC algorithm. As the number of
nodes increases, the average path length from the outer regions of the network to the
central node will increase thereby increasing the latency and the possibility that routes
from the central node to the outer regions would have changed as intermediate nodes
apply the changes to their transmission power. New routes would have to be found,
increasing the communication overhead of this algorithm. This issue and the ones
identified above impact severely on the practicality of the centralised NTC algorithm.

Additional characteristics of the centralised NTC algorithm are given in Table 2-9.

The distributed NTC algorithm has its fair share of problems as well. This version

assumes that ail the nodes in the network possess the ability to compute the DT

W
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Tahle -2-10 — Characteristics of distributed NTC (Hu, 1993)

Algorithm Characteristics Value

Node characteristics heterogeneous
Information Requirements Neighbour-based
Architecture distributed

Link characteristics Symmetric (bidirectional)
Connectivity flexibility k-connectivity, flexible

Suitability for low-cost community- | Not suitable due the assumption that
based networks every node possess computational ability
to process the DT algorithm. No
synchronisation is provided to aid in

maintaining network connectivity.

algorithm in order to reduce its number of neighbours. The synchronisation required
to aid in the maintenance of network connectivity is disregarded. A situation could
occur where two neighbouring nodes are in differing stages in their execution of the
distributed NTC algorithm and the result is that the link between them is broken due
to the lack of synchronisation in the execution of the algorithm. Additional

characteristics of this work are listed in Table 2-10.

ii. Topology Control of Multihop Wireless Networks using Transmit
Power Adjustment (Ramanathan and Rosales-Hain, 2000)
This work aimed to create a fully-connected wireless multi-hop network topology
whilst mimimising the maximum transmission power utilised Two centralised

topology control algorithms were presented to achieve the authors” aim.
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Table -2-11 — Characteristics of CONNECT (Ramanathan and Rosales-Hain, 2000)

Algorithm Characteristics Yalue

Node characteristics heterogeneous
Information Requirements location-based
Architecture centralised

Link characteristics Symmetric (bidirectional)
Connectivity flexibility Nonflexible {(#=1)

Suitability for low-cost commaunity- | Not suitable due to the use of a central
based networks node for computation, the need for global
knowledge and location information and

unnecessarily high latency.

The first algorithm, named CONNECT was designed to create k-connectivity, where
k=1. This results in the formation of a connected network that contains the minimum
amount of route redundancy and the creation of many critical nodes, whose failure
would result in the partitioning of the network. These critical nodes are also potential
bottlenecks for the network’s throughput. The characteristics of the CONNECT

topology control algorithm is presented in Table 2-11.

The second centralised topology control algorithm named BICONNECT was
designed to create a k-connected network where 4=2. The resultant network is an
improvement on the CONNECTed version as the route redundancy is improved and
the impact of the performance bottlenecks that previously existed has been reduced.
The characteristics of the BICONNECT topology contro! algorithm are presented in

Table 2-12.




Table -2-12 ~ Characteristics of BICONNECT (Ramanathan and Rosales-Hain, 2000)

Algorithm Characteristics Value

Node characteristics heterogeneous
Information Requirements location-based
Architecture centralised

Link characteristics Symmetric (bidirectional)
Connectivity flexibility Nonflexible (/=2)

Suitability for low-cost community- | Not suitable due to the use of a central
based networks node for computation, the need for global
knowledge and location information and

unnecessarily high latency.

The authors make no mention of the central node selection criteria and the subseguent
process of informing all the nodes in the network of the identity of the central node.
Due to the centralised nature of the CONNECT and BICONNECT topology  control
algorithms, they suffer from the same drawbacks that are discussed in our review of
(Hu, 1993). These drawbacks impact severely on the practicality of the CONNECT

and BICONNECT algorthms.

iii. Analysis of a Cone-Based Distributed Topology Control Algorithm for
Wireless Multi-Hop Networks (CBTC) (Li, et al, 2001), (Li, et al, 2005)

This work introduces the Cone-Based Topology Control algorithm that allows each
node to individually adjust its transmission power. Each node divides its transmission

range into distinct cones according to some value of a (angle of a cone in degrees).
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Table -2-13 — Characteristics of CBTC (L, et al, 2001)

orithm Characteristics Value
Node characteristics heterogeneous
Information Requirements direction-based
Architecture Distributed
Link characteristics bi-directional {(after optimisation)
Connectivity flexibility Flexible, dependent on a

Suitability for low-cost community- | Not suitable because of the necessary
based networks ability to determine the relative directions
of its neighbours. The lack of
synchronisation between neighbours is

also a stumbling block.

CBTC attempts to minimise the maximum transmission power required to ensure that

the node has a neighbour in every cone in its transmission range.

Although CBTC is a distributed algorithm. it cannot be utilised on low-cost, resource-
constrained wireless muiti-hop network nodes because it requires that nodes possess
the ability to estimate the direction from which transmissions are being received. This

ability aids in identifying the cones in which its neighbours reside.

The focus on minimising each node’s transmission range of every node in the network
may also inadvertently lead to a reduction in the redundancy of the nerwork, thereby
increasing the possibility of bottleneck nodes that negatively affect the network’s
throughput. The lack of synchronisation between neighbouring nodes is a concern as

CBTC requires feedback from its neighbours in the form of acknowledgements to
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Hello messages. The failure of a neighbour to respond to a broadcasted Hello message
may inadvertently cause an increase in the broadcast node’s transmission power as it
seeks to find a neighbour in that particular cone. A summary of CBTC’s

characteristics is listed in Table 2-13.

iv. Fault-Tolerant and 3-Dimensional Distributed Topeology Control
Algorithms in Wireless Multi-Hop Networks (Bahramgiri, et al, 2002)
The CBTC algorithm was extended via CBTC-3D by improving the redundancy of
the network topology as well as considering a 3-dimensional scenario such as the
interior of a multi-storeyed building (Bahramgiri, et al, 2002). The review of (Li, et al,
2001), (Li, et al, 2005) indicated that the original CBTC algorithm reduced the
redundancy in the network, therefore reducing the fault-tolerant nature of the network.
Bahramgiri, et al (2002), aimed to guarantee the fault-tolerant nature of the network
by ensuring that the resulting network preserves k-connectivity. The ability to detect
neighbours in 3-dimensional space was also introduced by using the concept of cones

that was introduced in the original CBTC algorithm.

The disadvantages of this work include the necessary requirement that the nodes in
the network possess the ability to determine the relative directions of its neighbours in
3-dimensional space. Another disadvantage is the lack of synchronisation between
neighbouring nodes that could inadvertently increase the transmission power required
to maintain the A-connectivity of the network. Additional characteristics of this

topology control algorithm are shown in Table 2-14.
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Table -2-14 — Characteristics of CBTC-3D (Bahramgiri, et al, 2002)

Algorithm Characteristics Value

Node characteristics heterogeneous

Information Requirements direction-based

Architecture Distributed

Link characteristics bi-directional (after optimisation)
Connectivity flexibility Flexible, dependent on a

Suitability for low-cost community- | Not suitable because of the necessary
based networks ability to determine the relative directions
of its neighbours in 3-dimensional space.
The lack of synchronisation between

neighbours is also a stumbling block.

V. Load-Sensitive Transmission Power Control in Wireless Ad-hoc
Networks (Park and Sivakumar, 2002)
Prior work has dealt with utilising the minimum power required to achieve %-
connectivity. This work differs in that it aims at adjusting the transmission power of
every node in the network to achieve the maximum possible throughput. The two
topology control algorithms proposed in this work determine the optimal transmission
power for each node in the network based on the traffic load that each node
experiences, the total number of nodes in the network and the area covered by the

network,

The first algorithm, named Common Power Control (CPC) assigns a common
transmission power to all the nodes in the network. CPC avoids the use of a

centralised node by having each node determine its own optimal wansmission power




Table -2-15 — Characteristics of CPC (Park and Sivakumar, 2002)

Algorithm Characteristics Value
Node characteristics homogeneous
Information Requirements Neighbour-based with traffic load.
Architecture Distributed
Link characteristics both bi-directional and directional
Connectivity flexibility inflexible

Suitability for low-cost community- | Not suitable due to the use of the
based networks broadcast mechanism and the excessive
overhead created. Also  requires
knowledge of the area covered by the

network.

based on local information and subsequently floods the network with this information
via advertisements. All the nodes in the network then adopt the largest advertised

transmission power.

CPC does possess some disadvantages that compromise its practicality. First, the use
of the broadcast mechanism to determine the largest transmission power does not
guarantee that all the nodes in the network will receive the largest transmission power
advertisement. Flooding is an inherently unreliable communication mechanism due to
the potential for collisions, which result in the loss of wransmission power adjustments.
This phenomenon is compounded as the size of the network grows. As a result either
one of two situations may occur; either a suboptimal transmission power is globally
adopted if that particular transmission power advertisement was received by all the

nodes in the network, or, differing transmission powers will be utilised in differing




Table -2-16 — Characteristics of IPC (Park and Sivakamar, 2002)

Algorithm Characteristics Value

Node characteristics heterogeneous

Information Requirements Neighbour-based with traffic load
Architecture Distributed

Link characteristics both bi-directional and directional
Connectivity flexibility inflexible

Suitability for low-cost community- | Not suitable due to the use of the
based networks transmission load as a transmission
power adjustment criterion. Could lead to
network topology instability as the traffic

load fluctuates.

regions of the network. Both situations may result in a less than maximum network

throughput despite the excessive overhead created by the broadcasting mechanism.

Second, the use of the traffic load as one of the transmission power adjustment criteria
is also a disadvantage. The traffic load is dynamic and thus may change rendering a
node’s transmission power advertisement obsolete during the time taken to receive the
common transmission power. Additional characteristics of the CPC algorithm are

listed in Table 2-13.

The second algorithm, named Independent Power Control (IPC) was designed to
allow each node in the network to choose its own transmission power, thus avoiding
the latency and overhead introduced by CPC. IPC chooses its transmission power in

exactly the same manner as CPC; they both uiilise the traffic load. IPC suffers from
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two important disadvantages; first, it disregards the synchronisation required to aid in
maintaining the connectivity of the network during the process of applying the
algorithm. Second, the use of the traffic load as a transmission power adjustment
criterion could lead to network topology instability due to the dynamic nature of the
traffic load experienced at a network node. Additional characteristics of [PC are listed

in Table 2-16.

vi. A Cooperative Nearest Neighbours Topoelogy Control Algorithm for
Wireless Ad Hoec Networks (Gerharz, et al, 2003)
This work represents the first topology control algorithm with the potential to be
deployed on low cost, resource-constrained wireless multi-hop network nodes. The
proposed algorithm does not require specialised hardware and has minimal

computational needs.

This algorithm uses local neighbourhood information to control the number of
neighbours of each node in the network. This results in each node independently
adjusting its transmission power 1o satisfy the algorithm. The algorithm does not
guarantee that each node will have & neighbours but it rather tries to maintain the
number of neighbours within knin <= number of neighbours (k) <= knx. The choice of
the value for &ni 18 not discussed which may result in the optimal network topology
not being created. The authors suggest that kmax = k,;, + 6. An additional criticism of
this work is the disregard for the synchronisation required to aid in ensuring that the
topology control process does not result in a partitioned network in some scenarios.

Additional characteristics of this work are listed in Table 2-17.
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Table -2-17 — Characteristies of (Gerharz, et al, 2003)

Algorithm Characteristics Value

Node characteristics heterogeneous

Information Requirements Neighbour-based
Architectare Distributed

Link characteristics bi-directional

Connectivity flexibility Flexible, bounded [Amin;Kmax]

Saitability for low-cost community-

based networks

Suitable despite nnt synchronising the
transmission power adjustment. Requires
only local neighbourhood information
and does specialised

not require

hardware.

vii. XTC: A Practical Topology Control Algorithm for Ad-Hoc Networks

(Watenhofer and Zollinger, 2004)

The distributed XTC algorithm caters for 3-dimensional situations and allows a node

to order its neighbours by decreasing link quality. Each node creates its neighbour

order and exchanges it with its neighbouring nodes. The nodes in the network

determine their local neighbourhood (the collection of neighbouring nodes) after

receiving the neighbour orders from all of its neighbours.

In general terms node A builds or maintains a direct communication link to node B if

node A has no other neighbour (node C) that can more easily reach node B. Whilst

this process does ensure that links with the highest quality are maintained, it does add

to the computational complexity of the algorithm, because the neighbours orders of

neighbouring nodes must be consulted when deciding on the local neighbourhood.




Table -2-18 — Characteristics of XTC (Watenhofer and Zollinger, 2004)

Algorithm Characteristics Value

Node characteristics heterogeneous
Information Requirements Neighbour-based
Architecture Distributed
Link characteristics bi-directional
Connectivity flexibility inflexible

Suitability for low-cost community- | Not suitable due to the overhead incurred
based networks during the exchange of neighbour orders
and the computational complexity
introduced during their processing. The
lack of synchronisation is also a

disadvantage.

Additional disadvantages of this approach include the overhead created during the
process of exchanging a node’s neighbour orders amongst its neighbours, the
reduction in the redundancy of the network created by the XTC algorithm, as well as
the lack of synchronisation amongst neighbouring nodes. The characteristics of this

algorithm are listed in Table 2-18.

viii. Design and Analysis of an MST-Based Topology Control Algorithm
(Li, Hou and Sha, 2005}
LMST constructed a global network topology by having each network node construct
its own local MST independently. The algorithm guards against a situation in which a
node has 0o many neighbours by enforcing an upper bound of 6 on the number of

neighbours considered. This allows for the creation of a global network topology
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Table -2-19 — Characteristics of LMST (Li, Hou and Sha, 2005)

Algorithm Characteristics Yalue

Neode characteristics homogeneous

Information Requirements Neighbour-based, location based

Architecture distributed

Link characteristics Uni-directional and bi-directional. Can
be optimised t0 ensure complete
bidirectionality

Ceonnectivity flexibility Flexible, bounded to a maximum node

degree of 6

Suitability for low-cost community-

based networks

Not suitable, the algorithm is too severe
in its optimisation and results in the
creation of a high number of critical
links, thereby increasing the probability

of network partitioning.

where the node degree is bounded by 6, thereby reducing the MAC-level interference

and contention.

LMST in its basic form created a network topology that may consist of both uni-

directional and bi-directional links. Uni-directional links do not allow for the proper

functioning of the Medium Access Control (MAC) mechanisms of the IEEE 802.11

standard. LMST addresses this problem by providing an optonal optimisation that

ensures that all the links in the network are bi-directional. A summary of LMST is

found in Table 2-16.




Simulation of IMST (Li and Hou, 2005) showed that it reduces the MAC-level
contention, but at the expense of the overall redundancy and resulting reliability of the
network. LMST is shown to achieve an average node degree of 2 which does not fall
within the optimal range of neighbours [4 — 9], depending on the assumptions made

and the overall network model utilised.

ix. Interference-Efficient Topology Control in Wireless Ad Hoc Networks
{Wu aud Liao, 2006)

The goal of this work was to produce an interference-—¢fficient wireless multi-hop

network topology via the use of the Low Interference-Load Neighbourhood Forest

(LILNF) algorithm. The interference load refers to the number of nodes that

contribute interference to a node’.

LILNF was a centralised algorithm which required the interference load of each node
in the network to be sent to a centralised node for processing. This algorithm
attempted to minimise the interference load of every node in the network whilst
maintaining the network connectivity. Network connectivity is ensured by checking

that a path between every pair of nodes in the network exists.

The LILNF algorithm does have its disadvantages, which include the use of a
centralised node for the necessary computations, the assumption that such a node
exists, the communication overhead incurred during the wansmission of every node’s
local neighbourhood information, as well as the delay in receiving the output from the

central node. The characteristics of LILNF can be found in Table 2-20.

"

N The imerference load should not be confused with the node degree since interference can be
contributed by nodes outside of the local neighbourhood.



Table -2-20 — Characteristics of LILNF (Wu and Liao, 2006)

Algorithm Characteristics Yalue
Node characteristics homogeneous

Information Requirements

Neighbour-based with interference load

Architecture Centralised
Link characteristics bidirectional
Connectivity flexibility inflexible

Suitability for low-cost community-

based networks

Not suitable due tc the use of a central
node for computation, the need for global
communication

knowledge and the

overhead created.

An extension to the LILNF topology control algorithm, the Low Interference-Load

Spanner Topologies algorithm, is an attempt to maintain a low interference network

topology whilst ensuring that the path lengths between every pair of nodes in the

network are below a certain threshold.

Due to LILST’s centralised nature, it suffers from all of the disadvantages of LILNF

despite its consideration for the average path length in the network. This consideration

merely increases the computational complexity of the algorithm. The characteristics

of LILST can be found in Table 2-21.




Table -2-21 — Characteristics of LILST (Wu and Liao, 2006)

Algerithm Characteristics Value
Node characteristics homogeneous

Information Requirements

Neighbour-based with interference load

Architecture Centralised
Link characteristics bidirectional
Connectivity flexibility inflexible

Suitability for low-cost community-

based networks

Not suitable due to the use of a central
node for computation, the need for global

knowledge and the communication

overhead «created. Adds to the

computational complexity of LILNF.

X Localized Fault-Tolerant Topology Control in Wireless Ad Hoc

Networks (Li and Hou, 2006)

This work aimed at preserving the redundancy of the wireless multi-hop nerwork by

preserving its A-connectivity. Both a centralised and distributed algorithm were

devised with this goal in mind.

Fault-tolerant Global Spanning Subgraph (FGSS,) is a centralised topology control

algorithm that allows for the connectivity levels to be specified (k-connectivity).

Connectivity is preserved by minimising the maximum transmission power of the

nodes in the network. By virtue of this min-max property, FGSSy can maximise the

lifeime of the network when nodes with self-contained power sources are considered.




Table -2-22 — Characteristics of FGSS,; (Li and How, 2006)

Algorithm Characteristics Value

Node characteristics homogeneous

Information Requirements Neighbour-based, location based
Architecture Centralised

Link characteristics Symmetric (bidirectional)
Connectivity flexibility k-connectivity, flexible

Suitability for low-cost community- | Not suitable due to the use of a central
based networks node for computation, the need for global
knowledge and the need for location

information.

FGSSy requires a single network node (preferably centrally situated) to possess global
knowledge of the network. This requirement is in direct conflict with the philosophy
of wireless ad-hoc networking. Additionally, the collection and distribution of the
information required by the algorithm is likely to consume a high proportion of the

limited bandwidth available if practically implemented.

The practical implementation of FGSSy in a low-cost wireless multi-hop network is
likely to pose a number of challenges. First, a central network node for the purpose of
coliecting the required information and subsequently disseminating the information
needed to form the required network topology (this information will need to be
multicast to every other node in the network) is required. Second, the network
throughput is likely to deteriorate due to the transmission of the control data necessary
for the functioning of FGSS; algorithm. Third, the selection of the optimal update

interval is a trade-off between the responsiveness of the topology control algorithm
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Table -2-23 — Characteristies of FLSS, (Li and Hos, 2006)

Alporithm Characteristics Value

Node characteristics homogeneous

Information Reqairements Neighbour-based, location based
Architecture Distributed

Link characteristics Symmetric (bidirectional)

Connectivity flexibility k-connectivity, flexible

Suitability for low-cost community- | Not suitable due to the lack of
based networks synchronisation.

and the overall network throughput and lastly, the need for location information either
via GPS or triangulation methods are unrealistic requirements for low cost, resource-
constrained network nodes. The characteristics of the FGSSy algorithm can be found

in Table 2-22.

In response to some of the challenges posed by the centralised FGSS; algorithm, the
distributed Fault-tolerant Local Spanning Subgraph (FLSS,) was introduced. FLSS;
alleviates the need for a central authority by distributing the algorithm amongst all the
nodes in the network. Each node has the ability to adjust its own transmission power.
Hello messages are used to collect the data used by the algorithm. FLSS possesses
the ability to ensure that all the transmission links in the network topology are bi-

directional. Table 2-23 presents the other relevant characteristics of FLSS,

Although the effectiveness of FLSS¢ is proven via simulation, a practical
implementation is presently not feasible due to the computational complexity

involved in forming a Minimum Spanning Tree (MST). An additional concern relates
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to the lack of synchronisation amongst neighbouring nodes. A lack of synchronisation
amongst nodes in differing stages of the execution of the algorithm may result in a
node’s inability to respond to a request for information issued by one of its
neighbours. Such a situation results in the use of incomplete local neighbourhood
information to compute a node’s transmission power, thereby resulting in the creation

of a sub-optimal network. The characteristics of FLSS, are shown in Table 2-23.

2.7 Summary of Work Related to Topology Control

Topology Conirol algorithms were devised to automate the process of ensuring the
creation and subsequent maintenance of optimal wireless multi-hop network
topologies. These algorithms often have competing design criteria and as a result they
are usually a compromise between a node’s transmission range, its node degree
(number of neighbours), the network throughput, the interference levels experienced
and the average number of distinct paths between every source and destination pair in

the network.

The review of proposed topology control algorithms has identified that none are
unsuitable for low-cost, resource-constrained wireless multi-hop network nodes due to
the algorithms’ computational complexity, high communication overhead and
information requirements that require capabilities currently not available for low cost,
resource-constrained wireless multi-hop network nodes. These topology control
algorithms can also lead 10 network instability due to a lack of synchronisation
amongst neighbouring nodes (possibly resulting in a parttioned network) whilst

converging in depioved scenarios.



The review process, aided with the two specially formulated frameworks, has
provided the design criteria for a practical topology control algorithm that can be used
by low cost, resource-constrained wireless multi-hop network nodes. These design
criteria are briefly introduced in Section 2.8.

2.8 Summary of the Required Design Criteria for a Topology

Control Algorithm for Low Cost, Resource-Constrained
Wireless Multi-hop Network Nodes

The literature reviews of the optimal node degree (number of neighbours) and
topology control algorithms as well as the use of specially formulated literature
analysis frameworks has identified the design criteria necessary for a practical
topology control algorithm for low cost, resource-constrained network nodes. A list of
the identified design criteria follows. Detailed discussions on the design criteria can

be found in Chapter Four.

The identified design criteria, listed in no particular order, are:
i The use of a distributed algorithm:;
ii. Minimal computation;
iii. Minimal communication overhead;
iv. Minimal informanon requirements (we advocate only the use of the node
degree);
V. Minimal latency;
vi. Maintenance of network connectivity;
Vii. Maintenance of the optimum levels of redundancy:

viii.  Provision of synchronicity between neighbouring nodes. and



IX. Heterogeneous transmission radii.

These criteria listed above are used in the design of our practical topology control

algorithm entitled “Token-based Topology Control™.

Despite the nine design criteria listed, the list is incomplete. The missing criterion in
this list is the optimal minimum number of neighbours® that each network node
should maintain (wherever possible) in a practical network topology. This problem is

addressed as the subject of Chapter Three.

¥ The optimum minimal aumber of neighbours ensures that the optimal levels of redundancy are
maintained in a practical wireless multi-hop network topology.
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CHAPTER THREE

PERFORMANCE ANALYSIS OF THE OPTIMAL
NUMBER OF NEIGHBOURS IN A STATIC WIRELESS
MULTI-HOP NETWORK

3.1 Overview

The literature review conducted in Chapter Two into research on the optimal number
of neighbours has identified the lack of simulation using widely accepted simulation
tools. Also lacking was the use of network topologies that leverage the arrangement of
houses and buildings. The “magic numbers” as well as their upper and lower bounds
were almost exclusively proven via mathematical modelling and the random

distribution of the network nodes.

In this chapter we evaluate five practical wireless multi-hop network topologies, (tefer
to Fig. 1.4), in order to determine the required optimal number of neighbours. The
results of this evaluation will be used as the lower bound for the optimal number of

neighbours that our proposed topology control algorithm will be required to maintain.

3.2 Simulation Methodology

The overall goal of the experiments conducted was to determine the optimal minimum
average node degree (number of neighbours) based on the network topologies shown
in Fig.3. The performance of the network topologies was based on their ability to

facilitate the routing protocol’s creation of routes to the intended destinations as well
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as the subsequent delivery of data. The performances of the selected networks were
evaluated under “perfect” conditions (where none of the nodes failed) as well as under
the scenario where randomly chosen critical nodes* were chosen to be disconnected’

for a maximum period of 150s.

These evaluations are based on the simulation of 30 wireless nodes spread over a
rectangular 1000m x 600m flat space for 900s of simulated time. The wireless nodes
in this study were modelled on a Linksys WRT54G® version 2 wireless router
(Linksys Inc, 2007) using ns-2. A copy of the simulation script where the Linksys
WRT54G was modelled can be found in Appendix A and B. This particular router is
popular amongst community-based wireless user groups around the world and
deployments of this router as a wireless multi-hop network node (along with open-
source firmware) span the globe (Meraka Institute, 2005), (Tibetan technology

Centre, 2003), (Lancaster Mesh, 2006).

For relative comparisons between network topologies, identical network loads were
applied to each topology. Ns-2 allows traffic loads to be pre-generated and used as
input into the overall simulation model. Sixteen unique traffic loads were generated
resulting in sixteen simulation runs per network topology with the number of source-

destination pairs varying from 15 to 28.

All data was collected using purpose-written scripts as well as Tracegraph

{Tracegraph, 2007), which is a tool for analysing the trace files generated by each

*Nerwork nodes thar are intermediaries for any two other nodes in the network. Their faiture may result
in the use of an alternate rowte or In the worst case, the failure to reach the intended destination.

*Term used to refer 1o node failure

% See Appendix D for Linksys WRTS4G specifications



simulation run in ns-2. Only results that fell within a 90% confidence interval for the
number of data packets sent are considered. It is anticipated that the use of the

confidence interval will aid in the credibility of the results reported.

The following metrics were chosen to evaluate the relative performances of the
selected wireless multi-hop network topologies. They are:

1 Packet Delivery Ratio (PDR): the percentage of application layer packets
containing unique packet IDs received at the intended destinations as well
as the average packet delivery per second;

il Routing Overhead: the number of routing packets transmitted. Only unique
packet IDs are taken into account despite the number of hops traversed,
and

ili.  Average End-to-End Delay: the delay experienced en-route from source
node to destination node.

The results per network topology will be presented in the forthcoming sections. Since
the aim of this experiment was to determine the optimal average node degree, the
results for the network topologies will be manipulated to reflect the performance per
node degree (refer to Table 3-1 for the manipulation from the network topology to the

node degree).

3.3 Simulation Environment

The Network Simulator-2 (ns-2) (hup: www isi.edu nanam ns) (version 2.29 running

on an Ubuntu Linux 6.06 LTS operating system) was chosen to conduct this study due

to its support for the [EEE 802.11 standards with many subsequent patches/updates
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published by the ns-2 user community to improve the [EEE 802.11 simulation model
(Marco Fiore, 2004). This has resulted in its popularity (Kurkowski, et al, 2005)
within the wireless network and Mobile Ad Hoc Network (MANET) research

commumnities.

In this section we describe the models of the various layers of the IEEE 802.11

protocol stack and the criteria for choosing the network topologies.

3.3.1 Physical and Data Link Layer Model

As mentioned earlier some of the updates provided for ns-2 help to model the noise
experienced by wireless signals operating in the 2.4GHz band. For the purposes of
this study we assume the use of omni-directional antennas with a gain of 4dBi
resulting in a transmission range of approximately 120m when combined with the

two-ray ground signal reflection model.

3.3.2 Medium Access Control

The simulation’s link layer model is not completely based on the IEEE 802.11 MAC
protocol defined in the standard. Our link laver model is instead based on the link
layer that is implemented with most real-world IEEE 802.11 equipment (Linksys Inc,
2007). The MAC protocol defined in the IEEE 802.11 standard follows the Reguest-
To-Send, Clear-To-Send, Data and Acknowledgement sequence. Commercial
products are shipped with the request-to-send clear-to-send (RTS/CTS) protocol

turned off by default, thereby resulting in its extremely limited use. Additionally,



research shows that RTS/CTS impedes the performance of a wireless multi-hop

network (Xu, et al, 2002), (Wu and Hou 2005).

3.3.3 Packet Buffering Model

Every wireless multi-hop network node in the simulation contains a buffer (queue)
containing both data and control packets that are awaiting transmission. The buffer is
able to accommodate 50 packets and implements the drop-taill queue management
algorithm which requires minimal management. In addition, the queue is configured

to afford a higher priority to the routing protocol’s control packets.

3.3.4 Data Traffic Model

Constant bit rate (CBR) traffic sources were chosen to simulate the Application Layer
communication between nodes in the network. Despite lacking realism (most real-
world Application Layer traffic is of a bursty nature), it was deemed that the use of
CBR traffic would not have impacted on the relative abilities of the network
topologies being investigated to facilitate the delivery of the packets to their intended

destinations.

The User Datagram Protocol (UDP) was chosen as the transport layer delivery
protocol due to it's the minimal overhead created during the delivery process
compared to the Transmission Control Protocol. Thus the CBR traffic sources are

delivered using UDP’s best-effort delivery model.



A sending rate of 4 packets per second was chosen with the number of CBR traffic
sessions between source-destination pairs varying from 15 to 28. The traffic sessions
end either when the simulation run ends (after a period of 900s) or a maximum of

1000 packets is transmitted. A minimal packet size of 64 bytes was employed.

3.3.5 Muiti-Hop Network Routing Protocol

The Ad hoc On-Demand Distance Vector (AODV) (Perkins, et al, 2003) routing
protocol was chosen to aid in the performance evaluation of the network topologies
depicted in Fig. 3. Although AQDV is an on-demand routing protocol, it does offer
some advantages in stationary wireless multi-hop networks which includes:
1. Routes to destinations are created only when necessary;
ii. On-demand routing protocols typically react well to the link failures that
invariably occur even in stationary networks;
iii. AODY favours less congested routes to their shorter counterparts, and
iv. Real-world implementations of the protocol exist and can be used in test-
beds to validate the results obtained and presented in this work.
No changes were made to the default settings provided by ns-2 version 2.29 for the

AODY routing protocol.

3.3.6 Criteria for Choosing Network Topologies

Two criteria for the wireless muiti-hop network topologies chosen to be used in this

study were identified. These criteria were:



Table -3-1 — Average node degree of each network topology

Random Ribbon Spine Sparse Hex | Square Grid
Topology Topology | Topology Topology Topology
Average 3 2 2 6 4
Node
Degree
i. The network topologies chosen must leverage the regular, uniform
arrangement of buildings in a typical South African community (refer to
Fig. 1.3), and
il. A variety in the average number of neighbours was sought (thereby

3.4 Simulation and Experiments Resuilts

varying the levels of contention for the transmission medium). This

requirement was necessary for determining the optimal average number of

neighbours for a stationary wireless multi-hop network.

This section presents the results obtained from our investigation into the optimal

number of neighbours in a wireless multi-hop network that leverages the layout of a

typical South African community. The results for both the “perfect” and node failure

scenarios are offered. These results are presented based on the network topology as

well as the average node degree (number of neighbours). The average node degrees

for each network topologv can be found in Table 3-1. Both the Ribbon and Spine

topologies have the same average node degree and thus the average of the two results

will be used for an average node degree of 2. Note that the average node degrees are

independent of the two scenarios being considered.
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Table -3-2 — Application Layer packets per network topelogy per simulation run

Random Ribbon Spine Sparse  Hex | Square Grid

Topology Topology Topology Topology Topology

“Perfect” | Nade “Perfect” | Node “Perfect” | Node “Perfect” | Node “Perfact” | Node

; . D . D . .
on oo on ion on

Run 1 23636 23577 24695 23619 23588 23631 23593 23614 23878 23890
Run 2 13777 13725 13785 13758 13766 137338 13743 13748 13768 13750
RUII. 3 18235 182359 18240 18264 18268 18263 18251 18263 18254 18259
le 4 13613 13629 15649 15642 13622 15605 15625 15617 15627 13647
Run 5 19963 19982 19958 19974 19972 19953 19959 19964 19963 19984
Run 6 16470 16445 16473 16466 16450 16470 16477 16475 16468 o4
Run 7 12360 22364 22341 22338 22344 22352 12370 0370 m 2374
Run 8 19893 19860 19880 19281 19850 897 19851 19892 19865 19861
Run 9 18370 13362 18376 18559 18528 18545 18541 18352 18554 18532
RUI[ 10 LI 783 11785 11776 11796 11730 11764 11781 11770 11780 11769
Ruﬂ 11 15447 15406 15430 15413 15411 15444 15432 15419 15430 E3489
Run 12 15420 15409 13402 13416 15420 15467 15417 15418 E5413 13425
Run 13 15413 15445 15422 15422 15457 15430 15429 15417 15436 15443
RUI]. 14 £9978 19561 15581 19571 19835 19578 19564 13591 19643 15636
Run l S 18342 18303 18274 18292 18303 18238 18299 18317 18305 18294
Run 16 24693 24664 34678 24704 24470 24689 24685 24707 24683 244078

As highlighted in the Methodology, only the results of those simulation runs that fell

within the 90% confidence interval for the number of Application Layer packets sent

were reported. The simulation runs for each network topology are identified in Table

3-2. The columns represent each of the network topologies being investigated whilst

the rows represent the number of Application Layer packets sent during each

simulation nun for each network topology. The simulation runs that fell within the

confidence interval are highlighted in grey.

3.4.1 Experiment 1: Packet Delivery Ratic (PDR)

The purpose of this experiment was 10 determine the network’s ability to deliver the

data packets being sent. A PDR of 0% represents the total failure of the network to

deliver its data packets whilst a PDR of 100% shows that all the data packets in the

network were delivered.




Table -3-3 — Resuits for the PDR per network topology per simulation scenario

Random Ribbon Spine Sparse  Hex | Square Grid

Topology Topology Topology Topology Topolo

“Perfect” | Node “Perfect” | Node “Perfect” | Node “Perfect” | Node “Perfect™ Node
R]m 3 22.81 77.93 88.75 39.0% 9175 354 95.20 59.98 100.00 86.12
Run 9 94.56 85.58 87.36 6347 90.85 16.51 99.99 96,45 100.06 9743
le 15 95.63 36.47 92.48 56,98 95.48 .34 59.99 38.16 100.00 56.73
Average | 9447 | 8334 | 89.69 | 63.84 92.68 | 1431 98.40 | 94.87 160.00 ) 96.77

100

Bho Disconnactions
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nedes

Packael Delivery Ralio
[
3
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Fig. 3.1 — Packet Delivery Ratio (PDR) per network topolegy

Results

Table 3-3 shows the simulation results for the PDR that fell within the 90%
confidence interval. The PDR was obtained as the percentage of Application Layer
packets that arrived at their intended destinations during the course of the simulation
runs. The rtesults for both the “perfect”™ and node disconnection scenarios are
displayed in Table 3-3. These results were plotted to produce Fig. 3.1 and then

manipulated to determine the relationship between the PDR and the average node

degree in Fig. 3.2.

Fig. 3.1 depicts the PDRs for the wireless multi-hop network topologies that were

evaluated. It can be clearly seen that for the “perfect” scenario in which ro node
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disconnections are experienced, all of the network topologies perform well; delivering

a minimum of 89.69% of all the Application Layer packets that were sent.

The node disconnection scenaric showed that some network topologies handled the
disconnections better than others did. A general trend emerged where the topologies
with the higher average node degrees (such as the Square Grid and Sparse Hex
topologies) emerged with better PDRs than those with lower average node degrees
(such as the Random, Ribbon and Spine topologies). This trend is clearly illustrated in

Fig. 3.2.

The reason for this observed trend is the ability to find an alternate route if the route
that was being utilised was disrupted due to a node disconnection. The network
topologies with the higher node degrees tend to have multiple routes from any source
node to any destination node thereby ensuring the redundancy of the network and its

ability to deliver packets to their destinations despite node disconnections.

An additional observation was the average node degree of 4 delivered the most

Application Layer packets in both the “perfect” and node disconnection scenarios.



Table -3-4 — Results for the Routing Overhead per network topo per simulation scenario

Random Ribbon Spine Sparse  Hex | Square  Grid

Topology Topology Topology Topology Topolo
“Perfect” | Node “ “Perfect”

“Perfect” | Node Perfect” | Node Node “Perfect” Node
ctioa ion o ion ction
3 3 2 Y,

RllIl 3 762 3736 234 2578 262 5198 1501 1642 1862 3726

9 2 2367 3

Run 9 706 3994 72 1889 249 4256 1962 4172 236 4763

3 ] 2 7

R‘U.Il 15 763 2483 249 2167 79 3530 1730 4224 2471 5002

Average | 743 4198 235 21 263 4328 1734 | 3346 2233 4497
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Fig. 3.3 — Routing Overhead per network topology

3.4.2 Experiment 2: Routing Overhead

The purpose of this experiment was to determine the amount of routing protocol
overhead that was created to ensure the PDR that was achieved in the experiments.
The routing overhead was measured as the total number of unique AODV control

messages that were sent during the simulation run.

Results
The results for both the “perfect” and node disconnection scenarios are presented in
Table 3-4. The graph in Fig. 3.3 was produced and then manipulated to determine the

relationship between the Routing Overhead and the average node degree in Fig. 3.4.
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Fig. 3.4 — Routing Overhead versus the average node degree

Fig. 3.3 depicts the routing overhead generated by the routing protocol during the
delivery of the Application Layer packets between source nodes and destination nodes

in the network topologies that were evaluated.

The *perfect” scenario illustrated that the networks with the lower average node
degrees generated the least routing overhead whilst those networks with higher
average node degrees generated the most routing overhead. The amount of routing
overhead generated was related to the redundancy of the network. Networks with
lower redundancy issued fewer route requests due to there being a greater probability
that one of the intermediary nodes would already possess the required routing
information since all traffic has to pass through a select few of these intermediary

nodes. Fig. 3.4 bears testimony to this observed phenomenon.

The node disconnection scenario showed that the network topologies with lower
average node degrees experienced a large increase in the amount of routing overhead
generated. Fig. 3.3 presents the spike in routing protocol activity that the nodes with
the lower average node degrees experienced in this scenario. The percentage increases

for the Random. Ribbon and Spine topologies were recorded at 365%, 941% and
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1646% respectively. This is a direct result of the comparative lack of redundancy in
these networks. The increases in the routing overhead of these network topologies
comprised additional route requests as well as the route error messages that were

generated as 2 result of the node disconnections.

The networks with higher average node degrees reacted better to the node
disconnection scenario with the Sparse Hex and Square Grid topologies reporting
increases of 193% and 201% respectively (based on a comparison to the “perfect”
scenario). These comparatively low increases (also illustrated in Fig. 3.4) are as a
result of the superior redundancy levels that these two network topologies enjoy and
the increase in overhead is comprised mainly of the additional route requests

generated as a result of the node disconnections.

3.4.3 Experiment 3: End-to-End Delay

The purpose of this experiment was to determine the average time taken to deliver the

Application Laver packets from the source node to the intended destination node.

Results

The results for both the “perfect” and node disconnection scenarios are displaved in
Table 3-5. These results were plotted to produce Fig. 3.5 and then manipulated to
determine the relationship between the End-to-End Delay and the average node

degree in Fig. 3.6. Note that the results are reported in milliseconds.



Table -3-5 — Resalts for the End-to-End Delay per network topo per simulation scenario

Random Ribbon Spine Sparse  Hex | Square Grid
Topology Topology Topology Topology Topolo
“Perfect™ | Node “Perfeet” | Node “Perfect” | Node “Perfect” | Node “Perfect”™ Node
ction ion ion ion ction
le 3 6.6 115.1 120 214 92 293.9 34 26 24 254
Run 9 50 104.5 124 2848 98 9L 34 36.1 28 20.%
Run 15 52 120.6 300 2525 92 1303 32 351 28 197
Average | 56 1134 | 182 252.8 9.4 1717 34 246 127 219
Table -3-6 — Average Path Length per network topelogy per simulation scenario
Random Ribbon Spine Sparse  Hex | Square Grid
Topology Topology Topology Topology Topology
“Perfect” | Node “Perfecr” | MNode “Perfoct” | Node “Periect” | Node “Perfect™ Node '
ction w0n jon ion cHion
Path 7 6 15 11 11 7 5 5 5 5
Length
(hops)

Fig. 3.6 plots the end-to-end delay experienced during the process of delivering the
Application Layer packets. This process cost includes the time taken to establish a
route as well as the actual delivery of the Application Layer packets, via intermediate
nodes, to their intended destinations. The results obtained for the “perfect” scenario in
which there are no discomnections shows that there is some proportionality
relationship between the path lengths (refer to Table 3-6) and the end-to-end delays
experienced. This relationship was also found to be true for the node disconnection

scenario as well.

The average node degree affected the end-to-end delay experienced as illustrated in
Fig. 3.6. The networks with lower average node degrees experienced greater end-to-
end-delays than those with higher average node degrees. This situation became much
more acute when node disconnections were taken into account. The Random, Ribbon

and Spine topologies experienced a 2025%, 1389% and 1827% increase respectively
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in the reported delay. This drastic increase was attributed to the use of more congested
(although shorter’) alternate routes to the intended destination and the time taken to
request new routes (this includes the multiple retries afforded by the AODV routing
protocol). The cumulative effect of multiple simultaneous transmissions only

exacerbated the delay expenienced.

The networks with the higher average node degrees experienced substantially lower
increases in the end-to-end delay experienced (clearly indicated in Fig. 3.6). The

Sparse Hex and Square Grid topologies experienced increases of 724% and 811%

7 AODV chooses the least congestad route instead of the shortest route since the shortest route is not
always the fastest route.
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respectively when compared to the “perfect” scenario. These two networks benefited
from their high levels of route redundancy as well as the fact that the average path
lengths remained unchanged despite the use of alternate routes to the intended

destinations.

3.5 Simulator and Experimental Limitations

Simulation experiments are at best an approximation of the real world. Thus there are
bound to be assumptions made in an effort to model the environment being
considered. This section highlights the assumptions made, the limitations on the
experiments conducted as well as all inherent limitations of the simulation tool that
was utilised. It is acknowledged that one or more of the assumptions made and the
limitations of the experiments and simulation tool could have affected the results

presented.

The assumptions and limitations are:

I Lack of realistic Application Layer modelling;
A constant bit rate model was utilised whereas realistic Application Layer
traffic resembles a variable bit rate traffic soeam.

ii. The terrain was assumed to be flat with no obstacles
Realistic terrain models consider the elevation of the nodes as well objects
such as trees, elc;

iii. The nodes in the Ribbon, Spine, Sparse Hex and Square Grid topologies
were uniformly spaced, and

iv. The nodes in the network were stationary.
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Table -3-7 — Performance Summary

Number of Neighbours (node degree)
2 3 4 6
“Perfect”™ Node “Perfect”™ Node “Perfect” Node “Perfect Node
Discommecti Disconnecti Discomecti | ~ Disconnect
an O m hoc}
PDR 1 1 2 2 4 4 3 k!
R.Olm.ﬂ.g 4 4 3 2 1 1 2 3
Overhead
Delay 1 1 2 2 3 2 3
Score 6 6 7 6 9 9 8 9
V. Power consumption was not considered as a factor
vi. All the nodes employ the same transmission power

vii. The IEEE 802.11 RTS/CTS mechanism was disabled

3.6 Summary

Table 3-7 summarises the performances of the network topologies surveyed with
regards to their average node degrees. Ratings range from 1 to 4 with 1 representing
the worst performance and 4 representing the best performance. Table 3-7 helps to
determine the range for the optimum minimal node degree. From the experiments
reported in Sections 3.4.1 until 3.4.3 as well as the concise summary provided in
Table 3-7, we can recommend that the minimum number of neighbours that a
potential topology control algorithm should maintain must be at least 4. The
difference in the performances of networks (as highlighted by the ratings) with
average node degrees less than 4 highlight the crucial role that topology control

algorithm play in maintaining the optimal network performance.

Based on these findings the Token-based Topology Control algorithm will be

designed to maintain a minimum of 4 nearest neighbours whenever possible. This
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finding considers the problem posed at the end of Section 2.8 and completes the list of
design criteria presented in the same section. The finding of the optimal node degree
of 4, determined in this chapter, agrees with an existing result reported in (Wan and

Yi, 2004) for the same total number of nodes.
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CHAPTER FOUR

TOKEN-BASED TOPOLOGY CONTROL (TbTC)

4.1 Overview

The application of tokens in networking is not a new phenomenon and can be traced
back to the late 1960s with the introduction of Token Bus (IEEE 802.4) and Token
Ring (IEEE 802.5) nerworks (Tomsho, et al, 2002). The purpose of the token was to
reduce the collisions experienced when two or more terminals on a network
proceeded to transmit data simultaneously by allowing only the terminal in possession
of the token to transmit. This characteristic of token-based networks allowed for the
synchronisation of communications on the network and is also useful for the
synchronisation of the communication (between neighbouring multi-hop network

nodes) necessary during the process of performing a topology control algorithm.

Thus, the purpose of introducing a token into the topology control process is to ensure
that the neighbouring nodes of a node that possesses the token are not busy executing
their own instances of the topology control algorithm concurrently. This will avoid a
situation where neighbouring nodes fail to respond to the requests for information
because they themselves are awaiting the responses to their own requests, thereby

leading to the creatrion of sub-optimal network topologies or even deadlock.

A topology control algorithm that incorporates the use of a token, entitled “Token-
based Topology Control” is presented in this chapter. The algorithm has been

designed with the necessary critenia identified in the related literature as well as the
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Table -4-1 — Characteristics of Token-based Topelogy Control

Algorithm Characteristics Yalue

Node characteristics heterogeneous

Information Requirements Neighbour-based

Architectare Distributed

Link characteristics Both directional and bidirectional

Connectivity flexibility k-connectivity, where k>= 4

Suitability for low-cost community- Suitable due to the provision of minimal

based networks computation, minimal communication
overhead and synchronicity between
neighbours via the use of a token.

optimal average node degree identified in Chapter Three. A brief overview of our

algorithm (based on the framework developed in Section 2.5.2) is given in Table 4-1.

Details of the algorithm as well as the experiments conducted to measure the
effectiveness of the algorithm are presented in subsequent sections of this chapter.
This chapter ends with the observed limitations of our Token-based Topology Control

algorithm.

4.2 Design Criteria and Assumptions

Section 2.8 listed the design critenia that were identified during the review of the
related literature. In this section we provide the motivation for our choice of design

criteria and subsequently detail any assumptions made. The design criteria discussed




below are not addressed in any particular order and no inferences should be made as

to the position of individual criterion.

4.2.1 Distributed Algorithm

The choice of a distributed algorithm alleviates the need for instituting a process for
the election of a central node that performs the topology control algorithm. This
process entails the call for suitable candidate central nodes and the subsequent
notification of all the nodes in the network of the identity of the elected central node.
The process outlined above generates excessive communication overhead which may

affect the network’s delivery of data.

A distributed algorithm is favoured because it also avoids the latency that is incurred
when a network node has to wait for the return of the processed data from the central
node in order to adjust its own transmission power. This latency reduces a centralised

algorithm’s ability to respond to dynamic changes in the network topology.

4.2.2 Minimal Computation

Most previously proposed topology control algorithms are based on the manipulation
of graphs in order to determine the optimal network topology via the optimisation of
the network graph. The computations required for these optimisations are bevond the
computational capacity of the low cost, resource-constrained wireless muld-hop

network nodes being considered.

~1
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The proposed algorithm will only require the ability to compute the optimal number
of neighbours based on their relative distances which are determined via the received

power levels detected by the hardware and inserted into the higher layer packets.

4.2.3 Node degree information requirements

Some of the previously proposed topology control algorithms required Global
Positioning System (GPS) capabilities, or the relative directions from a node to its
neighbours. These information requirements are not feasible for a topology control
algorithm that is designed for use with low cost, resource-constrained network nodes.
The network nodes being considered do not possess GPS capabilities, as it would
increase the cost of ownership of the node, neither do they possess the ability to

determine the relative directions of neighbouring nodes.

The network nodes being considered do possess the ability to count the number of
neighbours (node degree) and use this information as input into the proposed topology

control algorithm.

4.2.4 Heterogeneous Transmission Radius

The requirement for heterogeneous transmission radii minimises the total power
consumption of the network, whilst also minimising the interference experienced by
nodes in the network. A heterogeneous transmission radius allows each node in the
network to optimally adjust its ransmission power so that it is able 10 communicate
with the required number of neighbours. As a result the levels of interference are

reduced to the minimum determined by the levels of redundancy maintained.
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4.2.5 Maintenance of network connectivity

Despite topology control’s purpose to reduce interference and maximise throughput
whilst maintaining the optimal levels of redundancy in the network, an often implicit
requirement is that the network topology remains connected. A partitoned network
topology must be avoided because it trivialises the effectiveness of any topology
control algorithm as no traffic can be routed between the partitioned elements of the

network.

4.2.6 Synchronicity between neighbours

The correct execution of a topology control algorithm involves the exchange of
messages between a node and its neighbours in order to collect the necessary
information. Previously proposed topology control algorithms avoided provision for
situations, where two or more neighbouring network nodes were in differing stages of
the concurrent execution of their own instances of the topology control algorithm. In
the situation described above, where no form of synchronicity is provided, a node
could issue a request for information and receive no reply because its neighbouring
nodes were busy executing their own instances of the topology conrrol algorithm.
This leads to the incomplete collection of information and the subsequent creation of

a sub-optimal wireless multi-hop network topology.

4.3 Proposed Algorithm

The Token-based topology control algorithm can be decomposed into three

components, each contributing to the overall functonality of the algorithm. These
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Fig. 4.1 — Components of the Token-based Topelogy Control Algorithm

three components are: the fransmit power selection and adjustment component, the
next node selection component, and the network connectivity component (refer to Fig,
4.1). Each component 1s discussed separately in the order in which they are likely to

be invoked.

4.3.1 The Transmit Power Selection and Adjustment Component

The most important aspect of any topology control algorithm is the ability to adjust
the transmission powers of the nodes in the network. The Token-based Topology
Conmol algorithm selects the appropriate transmission power per node by limiting the
number of neighbouring nodes that are within transmission range t0 a minimum of

four wherever possible.

Each node in the network initially uses their maximum transmission power. The
optimal transmission power is selected based on the signal-to-noise ratio (SNR) that is
detected from the replies to a broadcast Hello message. The optimal transmission
power is the power required to reach the neighbouring node with the fourth-strongest
SNR. dependent on the node having four or more neighbours. The transmission power

is then subsequently adjusted to this optimal level.
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B2 — transmission power

N - array containing all the nesghbours of a node

tokenCount — counter indicafing the number o f times that a node
has recaived the token

SNR — sgnal-to-noiseratio

replyTimeout — time period dunng which replies to a Hello
message are recaved

when node recaves token from no

endif
nextNode = gefNextNode()
transmit token to nexdi node

function getNextNode(O{
if (nei ghbours, = 1) then
returm N[0]
slse
¥ = naghbour vath mymmum tokenCount
1f (¥ = token premiousNode) then
7 = netghbour with next mmmum tokenC ount
retum N[v]
enchf
end:f
}

Fig. 4.2 — Token-based Topology Control algorithm

The process of selecting the optimal transmission power requires the broadcasting of a
Hello message by a node, possessing the token. All neighbouring nodes that receive

the broadcast reply to it with their individual token counts inserted into the replies.
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Node, determines the four-nearest neighbours based on the detected SNRs of the

reply messages. This process is highlighted in blue in both Figs. 4.2 and 4.3.

4.3.2 The Network Connectivity Component

The transmission power selection and adjustment component ensured that the number
of neighbours of a node never exceeded four wherever possible, but this is not enough
to ensure that the new network topology remains connected (a route exists between

every source and every destination in the network).

The network connectivity component contacts each node within the original
maximum transmission range that would not fall within the adjusted transmission
range and attempts to determine whether these nodes have other alternate
neighbouring nodes within their own transmission ranges. This process, highlighted in
green in Figs. 4.2 and 4.3, aims to find and retain nodes that rely only on node, as an

intermediate relay node, thereby maintaining the network connectivity.

4.3.3 The Next Node Selection Component

This component is invoked once node, has successfully adjusted its own transmission
power and must pass the token to the next recipient. The aim of this component is to
ensure only one node in a local neighbourhood possesses a token and therefore only

one node in a local neighbourhood is able to execute its topology control algorithm.
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Fig. 4.3 — Flowchart depicting the execution of TbTC
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The next recipient of the token is chosen by the node that currently possesses the
token. The Token-based Topology Control algorithm records the token count of all of
its neighbours by examining the replies sent in response to broadcast Hello messages.

The next recipient chosen is the neighbour with the lowest advertised token count.

So how do we ensure that the next recipient is not the previous recipient of the token?
A disregard for such a situation hinders the fairness of the next node selection process
because the potential exists for some nodes to receive the token significantly more
often than other nodes. TbTC implements the process of “neighbour control” where
the solution lies within the token itself, which is imprinted with the identity of the last
node visited prior to visiting the current node. The current recipient of the token
determines the next recipient as described above and compares the identities of the
previous recipient and the next selected recipient. The next recipient is only valid if its

identity does not match that of the previous recipient.

The “next node selection” component in conjunction with the “neighbour control”
process (highlighted in yellow in Figs. 4.2 and 4.3) ensures faimess by not selecting
the previous recipiemt of the token as the next recipient unless the current recipient of
the token has only one neighbour. In such a situation our restriction on the mext

recipient must be relaxed in order 10 guarantee the circulation of the token.

Fig. 4.4 depicts the sequence of events that occur when Nodel decides that Node3 is
one of its 4 closest neighbours and Node2 is not. Before Nodel reduces its
transmission power to break direct contact with Node2, Nodel needs to ensure that

Node2 will not be disconnecied from the network as a result of the transmission
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Fig. 4.4 — Sequence diagram depicting the execution of TbTC

power adjustment. The sequence diagram in Fig. 4.4 also highlights the lack of

intensive computation which was one of the design criteria discussed in Section 4.2.

The TbTC algorithm and the design criteria used in its creation were presented in this
section. The algorithm was decomposed in three components that must be invoked
sequentially in order from lefi to right (refer to Fig. 4.1) to ensure the correct

execution of the algorithm.
Note that the ThbTC algorithm depicted in Fig. 4.2 can be easily converted to an

object-oriented form via the conversion of the algorithm into a Node class. This class

will contain the abstraction of the data used by TbTC {TbTC’s atiributes) in the form
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Fig. 4.5 — Internet Protocol (IP) Packet Structure

of get and set methods as well as the conversion of the pre-existing functions into

methods defining the node’s behaviour when in possession of the token.

4.4 The Packet Structure of the Token Employed

The TbTC algorithm is heavily dependent on the token packet. Thus the token packet
must be readily distinguishable from both data packets and the control packets
generated by the routing protocol employed. An additional criterion that the token
packet must adhere to is that it should be lightweight in nature, thereby ensuring that

it is not broken up into smaller packets for easier transmission.

The token packet employed in TbTC is based on the Internet Protocol (IP) packet
structure as depicted in Fig. 4.5, with minor modifications made to distingnish the

token from normal IP packets. A discussion of the modified IP packet fields follows.

The Type of Service field is 8 bits long and provides an indication of the desired

quality of service. The major choice is a trade-off between low delay, high reliability
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Fig. 4.6 — IP Type of Service specification for the token

and high throughput. The first three bits (0 - 2) of this field stores the precedence

value. Bit 3 is set to indicate low delay. Bit 4 is set to indicate high throughput and Bit

5 is set to indicate high reliability. Bits 6 and 7 are reserved for future use. The 3-bit

precedence options are:
000 Routine 100
001 Priority 101

010 Immediate 110

011 Flash 111

Flash Override
CRITIC/ECP
Internetwork Control

Network Control

Fig. 4.6 shows the settings of the Type of Service field in the token packet.

The Total Length field is 16 bits long and represents the length of the datagram.

The Flags field is 3 bits long and contains three control flags. Bit 0 is reserved, Bit 1

is set to indicate that the datagram should not be fragmented and Bit 2 is set to

indicate whether more fragments of the same datagram exist. The flags options are:



Fig. 4.7 — IP Flags specification for the token

Bit 0: reserved, must be zero
Bit1 0=May Fragment 1= Don’t Fragment
Bit2 0=Last Fragment 1 =More Fragments

Fig. 4.7 shows the settings of the Flags field in the token packet

The Time to Live field is 8 bits long and represents the maximum time that the
datagram is allowed to reside in the network. This field is set to 1 to ensure that every
node that receives the token regenerates it, setting the time to live to 1, before passing

it on.

The Source IP Address field is 32 bits long and identifies the node that is sending the

token.

The Destination IP Address field is 32 bits long and identifies the node that is

receiving the token.

84



The Data field represents the payload of the IP datagram and TbTC uses this field to
store the token count of the node that is sending the token. The token count is used to

ensure that the wireless multi-hop network nodes are visited as fairly as possible.

This section identified the modifications made to the IP header to distinguish the
token from normal IP datagrams. In the next section the performance of THTC is

analysed.

4.5 Performance Analysis of Token-based Topology Control
Algorithm

This section details the analysis undertaken to determine the effectiveness of the
Token-based Topology Control Algorithm. The simulation methodology used is
described before the results obtained are presented and the limitations of both the
simulator and experiments are highlighted. The results obtained with TbTC are for the

network after the token has visited all the network nodes at least once.

4.5.1 Simulation Methodology

The simulation methodology employed is similar to that employed in the experiments
conducted in Chapter Three. The evaluations conducted were based on the simulation
of 30 wireless nodes spread randomly over a rectangular 1000m x 600m flat space for
900s of simulated time. The wireless nodes in this study were modelled on a Linksys
WRTS4G version 2 wireless router’ (Linksys Inc, 2007). This particular router is

popular amongst cormmmunity-based wireless user groups around the world and

: See Appendix C for the ns-2 simulation script used



deployments of this router as a wireless multi-hop network node (along with open-
source firmware) span the globe (Meraka Institute, 2005), (Tibetan technology

Centre, 2005), (Lancaster Mesh, 2006).

The simulations were performed on networks with no form of topology control as
well as networks that employed the Token-based Topology Control algorithm. For
relative comparisons between the two sets of networks, identical network loads were
applied to each set of networks. Ns-2 allows for traffic loads to be pre-generated and
used as input into the overall simulation model. Sixteen unique traffic loads were
generated resulting in sixteen simulation runs per network with the number of source-

destination pairs varying from 15 to 28.

All data was collected using purpose-written scripts as well as Tracegraph
(Tracegraph, 2007) which is a tool for analysing the trace files generated by each
simulation run in ns-2. Only resuits that fell within a 90% confidence interval for the
number of data packets sent are considered. It is anticipated that the use of the
confidence interval will aid in the credibility of the results reported. Confidence
intervals are used due to the inherent imprecision of a single simulation run. The
Central Limit Theorem can be used to calculate the confidence interval when multiple
simulation runs are considered. In addition to providing an expected range, the

confidence interval can help determine if the two data sets are statistically equivalent.

The following metrics were chosen 10 evaluate the relative performance of a network

before and after the Token-based Topology Control algorithm can be applied to it

They are:
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ii.

1v.

Packet Delivery Ratio (PDR): the percentage of application layer packets
containing unique packet [Ds received at the intended destinations as well
as the average packet delivery per second;

Routing Overhead: the mumber of routing packets transmitted. Only unique
packet IDs are taken into account despite the number of hops traversed;
Average End-to-End Delay: the delay experienced en-route from source
node to destination node;

Power Consumption: the cumulative power consumption when
transmitting packets on the network. The power consumed during the
processing of packets is disregarded, and

Network Traversal (Hop Count): this metric measures the number of hops
taken before all the nodes in the network have been visited by the token at

least once.

4.5.2 Simulation Results

This section presents the results obtained from our investigation into the effectiveness

of the TbTC algorithm. The results for both the networks that did and did not employ

the algorithm are offered. As highlighted in the Methodology, only the results of those

simulation runs that fell within the 90% confidence interval for the number of

Application Layer packets sent are reported.

The simulation runs for each network type are identified in Table 4-2. The columns

represent each of the network types being investigated whilst the rows represent the

number of Application Layer packets sent during each simulation run for each
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Table -4-2 — Application Layerpackets per simulation run
Without ThTC With TbTC

Run 1 23627 23615
Run? 13731 13736
Run 3 18252 18246
Run 4 15648 15631
Run s 19959 19963
Run 6 16490 16473
Run7 22327 22304
Run & 19900 19893
Run & 18572 183550
Run 10 11784 11776
Runll 13431 15420
Run 12 15403 15396
Run 13 15414 15431
Run 14 19593 193580
Run 15 18296 18328
Rumn 16 24712 24698

network type. The simulation runs that fell within the confidence interval are

highlighted in grey.

4.5.2.1 Experiment 1: Packet Delivery Ratio

The purpose of this experiment was to determine the network’s ability to deliver the
data packets being sent. A PDR of (% represents the total failure of the network to
deliver its data packets whilst a PDR of 100% shows that all the daia packets in the

network were delivered.
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Table -4-3 — PDRs without and with ThTC

Witheut ThTC With ThTC
Run 3 20441(86.52%) 12246 (67.12%)
Run 9 18571 (99.99%) 7611 (41.03%)
Run 15 16296 (89.07%) 6679 (36.44%)
Average 17039 (92.74%) 8845 (48.14%)

Results
Table 4-3 shows the PDRs for the network before and after the TbTC algorithm can

be applied to it. This data is plotted to produce Fig. 4.8.

Fig. 4.8 shows a sharp decrease in the ability of the network to deliver data packets to
their intended destinations. This finding seems inconsistent with the results obtained
in Chapter Three where we showed that the best performing wireless multi-hop
network was one that had an average node degree of 4°. The sharp decrease can be
attributed to THTC’s creation of uni-directional links and the routing protocol’s

reaction to such situations.

A side-effect of the TbTC algorithm is the possibility for the creation of unidirectional
links due to the distributed nature of TbTC. Since TbTC has no centralised
management and control, ¢ach node in the network is responsible for its own
transmission power adjustment such that the objectives of TbTC are met. This
situation results in the creation of a network with heterogeneous transmission power
assignment amongst the nodes that constitute the network, resulting in the lack of

guarantees that all the links in the network will be bi-directional.

? The THTC algorithm was based on the results obtained in Chapter Three
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Fig. 4.8 — PDRs before and after ThTC

The AODV routing protocol employed in the networks considered was designed to
work in wireless multi-hop networks possessing bi-directional links only and thus
does not handle uni-directional links very well. AODV follows that RREQ-RREP-
DATA sequence when routing data through the network. The RREQ-RREP process
assumes that all the links in the network are bi-directional because the RREPs are
transmitted in the reverse path that is setup during the propagation of RREQs that aim
to find a route to the intended destination. If the path used to reach an intended
destination contains one or more uni-directional links, the ability of the RREP control
packets to reach the source node is affected. Thus the route for data transfer cannot be
established and the end result is that the PDR of the network is adversely affected, as

seen in Fig. 4.8.

4.5.2.2 Experiment 2: Routing Overhead

The purpose of this experiment was to determine the amount of routing protocol

overhead that was created to establish the transmission routes between sources and
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Table —4-4 — Routing overhead before and after ThTC

Without TbTC With TbTC
Run 3 270 1264
Run 9 305 1607
Run 15 1473 1022
Average 683 1298

destinations. The routing overhead was measured as the total number of unique

AQDV control messages that were sent during the simulation run.

Results
Table 4-4 shows the routing overhead created by AODV before and after the TbTC

algorithm can be applied to the network. The data is depicted graphically in Fig. 4.9.

Fig. 4.9 shows an approximate doubling of the routing overhead generated by AODV
after the THTC algorithm has been applied to the network. This increase in routing
overhead can be attributed to the uni-directional links that are inadvertently created

during the distributed execution of the TbTC algorithm.

The AODYV routing algorithm was created on the assumption that all the links in the
network are bi-directional and by extension that all the possible paths in the network
are bi-directional. The uni-directional links created by TbTC affect the operation of

AODYV. AODV is designed to follow the least congested path to the destination and
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Fig. 4.9 - Routing Overhead before and after TbTC

assumes that the paths taken by RREQ messages are then reversed for the

transmission of RREP messages'’.

Uni-directional links may allow the transmission of RREQ messages in the forward
direction but will not allow the transmission of RREP messages along the reverse
path. This situation triggers two further RREQ retransmissions by AODV before the
issuing of a network-wide RREQ broadcast, thereby significantly increasing the

routing overhead generated.

An additional cause for the increase in routing overhead is the increase in the
possibility for buffer overflows that arises due to the reduction in route redundancy
that is caused by the TbTC’s creation of uni-directional links. A decrease in route
redundancy creates more botileneck nodes at which the possibility for buffer
overflows is increased, thereby resulting in the retransmission of AODV control

messages thus contributing to the increase in routing overhead.

' Enforcing AODV's need for bi-directional paths berween sources and destinations



Table ~4-5 — End-to-End Delay before angd after ThTC

Without TbTC With TbTC
Run 3 2.74 3.02
Run 9 3.66 2.12
Run 15 3.17 325
Average 3.19 2.80

4.5.2.3 Experiment 3: End-to-End Delay

The purpose of this experiment was to determine the average time taken to deliver the
Application Layer packets from the source node to the intended destination node.

Note that the results are reported in milliseconds.

Results
Table 4-5 shows the average end-to-end delay experienced in the transmission of
Application Layer packets in the forward direction, from the source to the destination.

This data is plotted to produce Fig. 4.10.

Fig. 4.10 shows that TbTC reduces the delay experienced by Application Layer
packets travelling from their sources to destinations (once the AODV routing protocol
has established a transmission path), despite the average path length remaining
unchanged (see Fig. 4.11). The reduction in delay can be attributed to the decrease in
interference brought about as a result of the lessening of node transmission powers.
Reduced transmission powers result in the decrease of the node’s interference range

and therefore the number of collisions that occur due to interference.
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Fig. 4.10 - End-to-End Delay before and after TbTC
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Fig. 4.11 - Average Path Length before and after ThTC

The reduction of the node’s transmission powers also affects the end-to-end delay
experienced by Application Layer packets due to the reduction in the average node
degree of the network, as depicted in Fig. 4.12. A smaller average node degree results
in less contention for the transmission medium thereby allowing packets to be sent
faster at each intermediate node in the path, rendering the reduction in average path

length not necessary as depicted in Fig. 4.11.
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4.5.2.4 Experiment 4: Power Consumption

The purpose of this experiment was to determine the impact that the TbTC protocol
had on the cumulative power consumed by the nodes in the network when performing
both broadcasts and unicasts. The results reported ignore the energy consumed in the

processing of signals and are reported in watts.

Results
Table 4-6 shows the cumulative power consumed before and after the TbTC

algorithm was applied to a 30-node network. This data is plotted to produce Fig. 4.13.

Fig. 4.13 shows that TTC produces a 42% reduction in the power consumed by the
network. This reduction is a result of the heterogeneity in the transmission powers
selected by the nodes in the network via the use of the ThTC algorithm. Each node
adjusts itself to a transmission power sufficient to maintain 4 neighbours (wherever

possible).

D
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Table 4-6 — Power Consumpftion before and after ThTC

Before ThbTC After TbTC

Power Consumption (w) | 1.89287202 1.10378207
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Fig. 4.13 - Power Consumption before and after ThTC

The power savings that are achieved by the TbTC algorithm reduce the total cost of
ownership of the nodes involved, since the owners of these wireless multi-hop
network nodes must eventually pay for the electricity consumed by the nodes. In
situations where the nodes are battery-powered, the lower power consumption

achieved by the TbTC algorithm lengthens the uptime of the node.

4.5.2.5 Experiment 5: Network Traversal (Hop Count)

The purpose of this experiment was to evaluate the effectivencss of the neighbour
control process (described in Section 4.3.3) embedded within the next node selection
component. The results reported reflect the number of hops taken before all the nodes
in the network are visited by a token at least once. The hop count is an indirect
measure of the time taken before all the nodes in the network apply their instances of

the TbTC algorithm.
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Table 4-7 — Hop Count of a 30 node network

Before THTC After THTC

Without With Without With
Neighbour Neighbour Neighbour Neighbour

Control Control Control Control

Hop Count 56 41 43 42

Results
Table 4-7 shows the number of hops taken by the token to visit all the nodes in the

network at least once. The hop counts of four different scenarios are tabulated to

produce Fig. 4.14.

Fig. 4.14 highlights the effectiveness of the neighbour comtrol process embedded
within the next node selection component of TbTC. The neighbour control process
reduces the number of hops taken by the token such that all the nodes in the network
have been visited at least once. This effect is more profoundly felt in networks that
have not had the TbTC algorithm applied to them, resulting in a 37.5% decrease in the

hop count.

The significant decrease in hop count in pre-TbTC networks is accounted for by the
intelligent token forwarding mechanism called neighbour conirol. Neighbour control
only allows the token to be returned to the previous recipient of the token if the
current recipient of the token has only one neighbour. This restriction avoids
situations where the token oscillates between two nodes, thus increasing the number

of hops required by the token to visit every network node at least once.
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Fig. 4.14 - Hop Count of the token employed in ThTC

Token oscillation occurs when the token count of a particular node lags significantly
behind the token counts of the other nodes in its local neighbourhood. This situation
results in token oscillating between the two network nodes with the lowest token
counts in that particular local neighbourhood until their respective token counts reach
the levels of the other nodes in the neighbourhood. The elimination of token
oscillation (except for those cases where the current recipient of the node has only one

neighbour) accounts for the observed difference in hop count.

The marginal decrease in hop count observed in post-TbTC networks is as vet
unaccounted for but it is suspected that the reduction in the average node degree of
the network reduces the possibility of token oscillation by ensuring that no network
node’s token count lags significantly behind those of the nodes in its local

neighbourhood.
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4.5.3 Limitations of the Simulator and the Experiment

Simulation experiments are at best an approximation of the real world. Thus there are

bound to be assumptions made in an effort to model the environment being

considered. This section highlights the assumptions made, any limitations on the

experiments conducted as well as any inherent limitations of the simulation tool that

was utilised. Tt is possible that one or more of the assumptions made and the

limitations of the experiments and simulation tool could have affected the resuits

presented.

The assumptions and limitations are:

i.

il

iii.

iv.

The number of nodes in the network is known in advance in order to
determine the optimal number of neighbours. If not, then the algorithm
developed by (Wan and Yi, 2002) for determining the optimal number of
neighbours as a function of the network size can be used;

The token 1s regenerated at every recipient node, but never lost;

Lack of realistic Application Layer modelling

A constant bit rate model was utilised whereas realistic Application Layer
traffic resembies a variable bit rate traffic stream;

The terrain was assumed to be flat with no obstacles

Realistic terrain models consider the elevation of the nodes as well objects
such as trees, et¢;

The nodes in the network were stationary, and

The IEEE 802.11 RTS/CTS mechanism was disabled.
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4.6 Token-based Topology Control Algorithm Limitations

Here we consider the Token-based Topology Control Algorithm’s limitations that

affect the performance as well as the effectiveness of the algorithm. Listed below are

the limitations discovered during the algorithm’s development and simulation.

i.

The probability, p, of a node receiving a token decreases as the size of the

network increases.

1
pP=—
N where N is the number of nodes in the network

By extension, the interval between two visits of a token to the same node
increases as the size of the network increases. This situation means that
TbTC does not scale well when utilised in non-hierarchical wireless multi-
hop networks.

Two approaches can be taken to ensure greater scalability: either the
number of tokens circulating around the non-hierarchical network
increases as the network grows, or, some clustering algorithm is utilised to
create a hierarchical network based on the creation of clusters. Several
clustering algorithms have been developed to ensure effective network
management and examples include (Kleinrock and Kamoun, 1980),
(Miyao, et al, 1986), (Ramanathan and Steenstrup, 1998), (Krishnan, et al,

1999). The TbTC algorithm can then be applied to each cluster

. . - . . =
independently, increasing the probability of receiving a token to N
where N is the number of nodes in the cluster. At any point in time the

number of tokens in the network will equal the number of clusters.
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1ii.

iv.

TbTC currently has no mechanisms for determining the number of nodes
in the network and therefore cannot determine the optimal number of
neighbours if the size of the network is unequal to 30 nodes.

The optimal transmission power is reduced after evaluating the SNRs of
replies from neighbouring nodes to a broadcast Hello message from node,.
Obstacles in the form of trees and buildings may affect the SNR values
detected at node,, thereby resulting in the selection of a sub-optimal
transmission power.

The Token-based Topology Control algorithm is currently not suitable for
mobile wireless multi-hop networks because the nodes can only perform
the algorithm when in possession of the token. Mobile nodes should be
able to determine their optimum transmission powers either whilst in
motion or shortly after coming to a halt (either temporary or permanent)
and the use of the token-based algorithm would not react to changes in the
node’s location. A change in the node’s location could potentially prevent
a node from ever receiving the token because the node may be moving
away from the region of the network in which the token is currently
circulating.

The Token-based Topology Control Algorithm may cause either full or
partial network partitioning (due to uni-directional links) in certain
scenarios. Fig. 4.15 shows a network topology before the algorithm can be
applied to it and Fig. 4.16 shows the same network subsequent to the
application of the algorithm. It can be clearly seen that the bi-directional
link between nodes A and B becomes a uni-directional one. This situation

occurs when node B receives the token and adjusts its transmission power
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to reach only nodes C, D, E and F. During this process B would have
contacted A to determine whether B is A’s only neighbour. A would have
responded negatively allowing B to adjust its transmission power. Node A
in the meanwhile has three neighbours within its transmission range and
therefore will not adjust its transmission power upon receipt of the token,

resulting in the uni-directional link between A and B.

The situation described above (and shown in Figs. 4.15 and 4.16) results in
partial network partitioning because data can still be transferred from G to
E but not vice-versa. The token-based topology algorithm could also result
in the worst case scenario where no link (either uni-directional or bi-
directional) exists between A and B if A had four or more neighbours

within closer proximity than B.



CHAPTER FIVE

CONCLUSION AND FUTURE WORK

5.1 Conclusion

This work presents an analysis of work done in determining the optimal number of
neighbours for wireless multi-hop networks as well as an analysis of prior work in the
field of topology control. A simulation was conducted to determine the optimal
number of neighbours and together with the two purpose-developed theoretical
frameworks for both the optimal number of neighbours and topology control, vielded
the design criteria for a topology control algorithm suitable for low cost, resource-

constrained wireless multi-hop network nodes.

The Token-based Topology Control (TbTC) algorithm was proposed, taking into
account the above-mentioned design criteria as well as the results obtained from our
experiment conducted (in Chapter Three) into the optimal number of neighbours
(node degree) in a wireless multi-hop network. An evaluation of TbTC’s performance
was subsequently undertaken by comparing its performance against that achieved by a

network not regulated by a topology control algorithm.

The TbTC algorithm comprised of three components: 1) transmission power and
adjustment, 2) nerwork connectivity and 3) next node selection component. A key
feature of the algorithm is the use of a token to control its execution. This execution
restriction imposed by the token ensured that only ome node in the local

neighbourhood (either within a cluster or the set of nodes within transmission range)



executed the algorithm. The restriction ensures that none of the neighbouring nodes
are executing their instances of the topology control algorithm, thereby reducing their
abilities to respond to the request for information issued by the node in possession of
the token. The use of the token also ensures that the node possessing the token obtains
the most complete picture of its local neighbourhood resulting in the selection of a

close-to-optimal transmission power.

To achieve the goal of this research work the following objectives were set: First, to
identify WMNs with varied average node degrees under both the “perfect” and
random critical node disconnection scenarios. The successful completion of these two
objectives resulted in the optimal number of permitted neighbouring nodes which was
then employed in the TbTC algorithm crafted in fulfilment of the third objective of

this research.

The successful simulation of TbTC in order to evaluate its performance culminated in
the achievement of the fourth objective of the research. This performance was
compared to the performance of a network wherein TbTC was not employed. The
simulation results showed that TbTC improved upon the Delay experienced and the
power consumption of the network but performed badly with regards to Packet
Delivery Ratio and Routing Overhead. TbTC’s neighbourControl process was also
shown to significantly reduce the number of hops necessary for all the network nodes

to obtain the token and execute their instances of the algorithm.
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5.2 Future Work

The disappointing performance of TbTC with regards to the Packet Delivery Ratio
and Routing Overhead was mainly attributed to the creation of uni-directional links as
a result of the heterogeneous transmission power assignment. Future work will
attempt to eliminate the creation of uni-directional links as well as investigate the
relationship between the total number of nodes in the (peer-to-peer) network and the

optimal number of tokens in circulation.

The real-world implementation of the TbTC protocol on the test-bed being
constructed at the University of Zululand is also envisaged. The incorporation of the
TbTC routing protocol with an existing clustering algorithm is also recommended in
order to allow the TbTC algorithm to be utilised in large-scale sensor network

deployments.

Future work will explore the integration of ThTC with an existing Medium Access
Control scheme that is able to leverage the token’s ability to restrict data transmission,
thereby reducing the total interference in the network. Also envisaged is the transfer
of next node selection logic (currently residing in the network nodes) to reside within
the token. Thus the token is viewed as a mobile agent that is able to determine the
next node that it should be sent to. This approach has the advantage of reducing the

processing performed by the node.
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APPENDIX A — NS-2 Simulation Script for “Perfect”

Scenario

#DEFINE QPTIONS

set val(chan) ChannelWirelessChannel ;- channet type

set valiprop) Propagation/TwoRayGround ;= radic-propagation modet
set val{netif) Phy/WirelessPhy ;= network interface type

set val{mac) Mac/802_11 ;= MAC fype

set val(ify) Queue/DropTailPriQueue - interface queue type
set val(ll) LL ;- link iayer type

set vallant) Antenna/OmniAntenna ;= antenna mode!

set val(ifqien) 50 ;= max packet in ifg

set vai(nn) 36 ;= number of wireless nodes

set val(x) 2000

set val(y) 500

set val(p) ACDV ;= routing protoco!

set val{scen) "scen-1000x600-30-801-1-1" ;= scenario file
set valep) "cbr-30-29-1-84" ;= connection pattem file

set val{sim_duration) 900 ;= duration of the simulation run
set val{addr_type) flat ;- addressing type

LL set mindefay_ 50us ;
LL set delay_ 25us ;

Agent/Null set sport_0 |
Agent/Null set dport_ G ;

Agent/CBR sei sport_0C ;
Agent/CBR set dport_0;

Agent/UDP set sport_C ;
Agent/UDP set dport_C ;
Agent/UDP set pad(etSze a4 ; - o4 bytes

Queue/DropTail/PriQueue set Prefer_Routing_Protocals 1 ;

Uiy g2t im onmidirsciicnsl 8
Antenna/OmniAntenna set X _
Artenna/OmniAntenna sst Y_ O ;

Antenna/OrmniAntenna set Z_1.5;

Antenna/OmniAntenna set Gt_ 4.0 transmit antenna gain
Anterma!OmmAnteﬂna set Gr 4. u recewe antenna gam

_f‘c“"‘ :

HBIC e R
Mac/ac2_11 setCWM:n 31
Mac/502_11 set CWMax_ 1023
Mac/802_11 set RTSThreshokd_ 3000 ;= bytes
Mac/802_11 set SlotTime_ 0.60002C =200
Mac/307_11 set SIFS_ 0.000010 ;~10us
Mac/202_11 set Preamblelength_ 144 ;72 bits
Mac/502_11 set PLCPHeaderlength_ 43 45 bits
Mac/807_11 set PLCPDataRate  1.0s6
Mac/202_11 set dataRate_ 11Mb (= rate for data frames
Mac/S02_1+ set basicRate_ ZMb |~ rate for conirol frames
Mac/802_11 setaarf rue ;= Edaphveautoratefa}mad(

PhyMIreiasPhyset L 1 = sysmm bﬁfactor

Phy/WirslessPhy set freq_ 245250 = channel 11 2.462GHz
PhyMirelessPhy set bandwidth_ 71 w— 7 11 Mbps channel bandwidth
PhyMirelessPhy set Pi_Q ..GSCS*T 34 = Fansmission power in walls
PhyMVirelessPhy set CPThresh 3.5 ; coiius:»on threshold
Phy/\WirelessPhy s&t CSThresh_ 1.3C835e-5G ;= camier sense power

PhyMlireiessPhy set erhr&sh_a T31: 3506 = recewe power thresheld

ErrorModel80211 naise1_ 104
EmorModei8i211 noise2_ -101
ErrorMocel@0211 noise55_ -G7

fre—
(OB



ErmorModel80211 noise11_ -62
ErmorModel&0211 shoripreambie_ 1

s

H#MAIN PRCGRAM

3

set ns_ [new Simulator]
set tracefd [open sim_trace.tr w}
#set namirzce Toepen sim_trace.nam w)

ins_ use-newtrace
ins_ trace-ali “tracefd

#Sns_ namirzce-zl-wirgless 3namirace Sval{x: Svally’

#setup wpegraphy [sds’ I":“C‘-.'

set topo fnew Topography]
=topo load_flatgrid -val(x) -vali(y)

#eraate god

set god_ [create-god “val(nn)]

# crazis channsi #1

set chan_1_{new “val(chan)]

;\-’:QFI'GL’C node

*ns_ node-config -addressingType “val(addr_type)
-adhocRouting - val(rp)
-IType _val(ily
-macType val{mac)
+fqType -val(ifg)
-ifgLen Ival(ifgien)
-antType ‘val(ant)
-propType _vai(prop)
-phyType Svak(netif)
-channel -chan_1_
~topoinstance topo
-agentTrace ON
-rauterTrace ON
-macTrace ON
-movemeniTrace OFF

for {set 10} {.i < Tvalina) }{incr i} {
set node_( 7 {.ns_ node}
:node_{ i) shape "boz"
node  {: k) random-moﬂon O - aisabie random mation

;god_ new_node node_;- i}
}

B

puts 'cading the scenerio file”
source . val{scen)

PO iielates

foo J0Tal

W

ol STEE TN MTEERE 2

[




b
#Setup traific flow Cetveen nodes

puts "Loading connectian patiem”
source sval{ep)

sit nodes when the simuiation =nos

for {set i G} {=i < >val{nn) } {incr 3 {
“ns_ at Tval{sim_duration).0 "Snode_(3i) reset™,

(]

s__ at “vai(sim_duration).1 "stop"

proc stop § {
global ns_ tracefd
Ins_flush-trace
close “traceid

}

puts “tracefd "M 0.0 nn Svalinn} x Svailx) v Sval(y; p Svalirp}”
puts “tracefd "M 0.0 sc Sval{scen) cp 3val(cp}”
puts ‘tracefd "M 0.C prop Svallprop) ant Sval{ant”

puts "Starting Simulation...”
“As_fun

ns_ a1 Syahsim_duration; 07 "puts VNS EXITING. V- Sns_ ston”



APPENDIX B — NS-2 Simulation Script for

Disconnected Scenario

.

#DEFINE OPTIONS

<€

set val(chan) ChannelWirelessChannel ;- channel type
set val{prop} Propagation/TwoRayGround ;= radio-propagation model
set vai({netify Phy/WirelessPhy ;- network interface type
set valimac) Mac/202_11 ;= MAC type

set val(ify) Queue/DropTail/PriQueue ;= interface queue type
set vai(ll} LL ;- link layer type

sei vai(ant) Amtenna/OmniAntenna ;= antenna model

set val{iiqien) 50 ;+ max packet in ifq

set val{nn) 30 ;= number of wireless nodes

set val{x) 200C

set val(y) 800

set vai{rp) AODV ;= routing protocol

set val{seen) "scen-1000x600-30-601-1-1" ;= scenaric file
set val{cp) "ebr-30-29-1-64" ;= connection pattern file

set val(sim_duration) 900 ;= duration of the simulation run
s&t val{addr_type) flat - addressing type

LL set mindelay_ 50us ;

Li set delay_ 25us ;

#LL set bandwidth_ 0 & nof used

Agent/Null set sport_0 ;

Agent/Null set dport_C ;

Agent/CBR set sport_ 0 ;

Agent/CBR set dport_ 0 ;

Agent/UDP set sport_0;

Agent/UDP set dport_0C ;

Agent/UDP set packetSize 54 ;- &4 bytes
QueuelepTanianQueue set Prefer Rcuung_Prutocois i

FHDD| oNnL OFTIONS bas on L inksvs WRTS4G specs

T+

# unity gain onmidirsCions: anignnas, cantared 0 iNg node and 1.Em abeus it

Antenna/OmniAntenna set X_ & ;

Antenna/CmniAntenna set Y_0 ;

Antenna/OmniAntenna setZ_ 1.5,

Antenna/OmniAntenna set Gt_ 4.0 = transmit antenna gain

AntennaJOmnﬂntenna sat Gr 4G '. receive antenna gam

""SbS E E E’Z
Mac/302_11 set CWMin 31

Mac/802_11 set CWMax_ 1023

Mac/202_11 set RTSThreshold_ 3CCC ;- bytes
Mac/802_11 set SlotTime_ 0.000020 ;=20us

Mawa02_11 set SIFS_ G.00001C ;7 10us

Mac/302_11 set Preamblelength_ 144 ;=72 bits
Mac/S02_11 sei PLCPHeaderlength_ 43 ;~43 bits
Mac/sC2 11 set PLCPDataRate_ 1.0e6

Mac/802 11 set basicRate_ 2Mb = rate for controd frames

1

Mac.‘aoz |1 set aarf true adapt:ve auto rate fallback

PhnyreiessPhysetL 10 ‘system iossfactur

Phy/NirelessPhy set freq_ 2 48223 ;= channel 11, 2.482GHz
Phy/WirelessPhy set bandwidth_ 11%‘“ = 11 Mbps channe! bancwidth
PhyMirelessPhy set Pt_ 0 083085734 (= transmission power in wats
PhyMirelessPhy set CPThresh_ 5.0 ;= coilision thresheld
Phy/WirelessPhy sat CSThresh_ ‘3:835' 2§ ;- cammier sense power
Phy/MWirelessPhy set RXThresh_ 1.3C835e-0¢ ;-

EmrModeiSOZﬁ nclse1 —104
EmorModei80Z11 neuseZ_ 1301
ErrorModei80211 noiseds_ -9?
ErmorModei80211 noise11_-52
En'chode%BOZH shormreamble 1
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#initiziise globai varigpies

#

set ns_ [new Simulator]

set racefd [cpen sim_trace.tr wi
#set namirace [open sim_tracs nam wi
*ns_ use-newtrace

:ns_ trace-all tracefd

#setup topography obiect

set topo [new Topography]

Ztope load_flatgrid vallx) ivally)
#create god

set god_ [create~-god “val(nn)]

# creaie channsl #1

setchan_1_ [new Zval(chan)]
#Fcorfigurs nede

~ns_ Node-config -addressingType “val(addr_type)
-adhocRouting Sval(rp)

-ifTypa val{lp

-macType :valimac)

-itqType :val(ifg)

-ifqLen “vai(ifglen)

-anfType Sval(ant)

-propType “val(prop)

-phyType val(netf)

~channel “chan_1_

-topolnstance “topo

-agentTrace ON -

-routerTrace ON

~-macTrace ON

~rmovernent]race OFF

for {set i 0} {7i < “val{nm) } {incr i} {
set node_( (i} [>ns_ nodel
~node_{ i} shape "hox”
“node_{ i) random-motion 0 ;= disable random motion
sgod_ new_node -node_{:i)

}

#Proyvide XY . Z cocrdmaiss for wirgiess nodss oy lceding the scenaro file
=
w

puts "Loading the scenario file”
source "val(scen)

T T T T T T e T T Tty

Jng_ at 350 Tnode_(29) setdest 2000.0 2000.0 906 0
_ns_at 570 ‘node_(2%) setdest 570.0 335.0%300.0
‘ns_ at 137 node_(7) setdest 20000 2000.0 200 0
-ns_ at 330 ‘node_(7) setdest 347.0 2682.0 20C.0
ns_ at 300 . node_(23) setdest ZGU0.C 20000 9006
“ns_ at 480 :node_(25) setdest 221.0 465.0 $00.5

#0gfing nCas Nl 2OSWC in nar

for {set i} { i< Zvalinm} {incri} {

Tns_ i

¥

puts "Laading connsction peiem”

source “valcp)

$7si noges wnEn ihe STWIETET 878

for{set 0} (i< val{nm) ) fincr i} {

“ns_ at .val(sim_duration).0 "Snude_{S) reset’;
}

“ns_ at [vai(sim_durabton).1 "sicp”

FIce_ 2 IvEhEs_o.Tanoe . 00 TuEUNE EXITING ins_soo

prec 8{
glepa! ns_ tracefd
ng_ flueh-trace
clese tracefd

}

puts tracefd "M C.0 nn Svaiinn; x Svalix: y Svaily: m Svelirpy”



puts -tracefd "M 4.0 sc $val(scen) cp Svaliep)”
puts tracefd "M 0.0 prop $val(prop) ant Svak(ant)”
puts “Starting Simulation...”

Ins_run
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APPENDIX C - NS-2 Simulation Scnpt for TbTC

o= R — S ——

FDETINE OPTIONS

set val{chan} ChannelMWirelessChannel ; - channei type

set val{prop) Propagation/TwoRayGround = radio-propagation rnodel
set val(netify PhyWirelessPhy = network interface type

set val{mac) Mac/802_11 ;= MAC type

set val(ifq) Quene/DropTailPriQueue ;= interface queue type
set val(il) LL ;= link layer type

set valiant) Antenna/OmniAntenna ;= antenna modei

set val(ifglen) 100 ;= max packet in i

set vaknn) 3C ;* number of wireless nodes

set val(x) 1000

set val(y) 800

set val(rp) AODV ;= routing protocot

set val{scen) "scer-1000x6C0-30-801-1-1" 1= scenario file
set val(cp) "cbr-30-29-15-54" ;= connection pattem file

set vai(sim_duration) 900 ;= duration of the simulation run
set val(addr_type) flat ; - addressing type

LL set mindeiay_ 50us ;
LL set delay_ 25us

#LL ser pandwidtn_ O (# ot used

Agent/Nuil set sport_0 ;
Agent/Null set dport_ 0 ;

Agent/CBR set sport_0;
Agent/CBR setdport_ 0 ;

Agent/UDP set sport_ 0 |
Agent/UDP set dport_ O ;
Agent/UDP set packetSize 84 |- 64 bytes

Queue/DropTailPriQueue s&t Prefer_Routing_Protocols 1

HFoo==

ZADDITIONAL CPTIONS basac upor

3

AntennaUOmmAntenna set X_ G

Amtenna/OmniAntenna set Y_C

Antenna/OmniAntenna set Z_ 1.5 ;

Antenna/OmniAntenna set Gt_ 4.0 ;- transmit antenna gain (to be finalised)
Antenna!OmmAntenna set Gr 4 L b recewe amenna gain (ro be ﬁnahsed)

—-:SSS ‘E::
Mac/302_11 set CVMn 31

Mac/502_11 set CWMax_ 1023

Mac/S0Z_11 set RTSThreshoid_ 3000 ;- bytes
Mac/502_ 11 set SlotTime_ 0.000020 ;=20us

Mac/202_17 set SIFS_ 0000010 ;- 10us

Mac/802_11 set Preamblelengih 144 ;72 bits
Mac/a80z_11 set PLCPHeaderLength_ 45 ;-45 bits
Mac/at2 11 set PLCPDataRate_ 1.0

Mac/a02_11 set dataRate  11Mb |- rate for dats frames
Mac/202_11 set basicRate_ 2Mb -~ rate for control frames
Mac/80Z_11 set aarf_true = adaptrve autg rate faifback

pny/W‘re-iissPhy sei L 1 system iess fador

Phy/MWirelessPhy set ﬁeq_ 2 467e% ;- channel 11. 2.462GHz
Phny’reéessPhy set bandwidth_ * 13% ;— 11 Mbps channe! bandwidth
=y YWirsigeaPny et S IR '-'-\-.rr SON 2w ST ,-‘--:'--
PhyWre%essPhy set CPThresh 3.5
PhyWirslessPhy set CSThresh 1.30835e08 - camer sense pcwer
Phyfw’reiesvsphy set R)mﬂrah 1..308355—09 7 receive power threshoid

En*od&ode&BGZH ncnse1 -“;64
ErrorModel8d211 !'101582 =151
ErorMedel80211 noiseS55_ -87

ErrorMedel8C211 noisels_ 52
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gmeodeEBOﬁ 1 shortpreamble_ 1

#MAIN PROGRAM

initialise ¢loba! variables

TR

set ns_ [new Simulator]

set tracefd [open sim_trace.ir w]

set node_(} [:ns_ node]

#gat namtrece [ogen sim_trace.nam wi

iN§_ use-newtrace
ins_ trace-all ‘tracefd

#setup topography objsct
set topo {new Tapography]
-topo load_flatgrid - val(x) val(y)

Forzate god

sat god_ [create-god val(nn)]

# orezie channel #1

set chan_1_ [new “val{chan)]
#configurs neds

“ns_ node-config -addressingType ~val{addr_type)
-adhocRouting :vai(rp)
HType Zvakl)

-macType Sval(mac)
-fqType _val(ifa)

+fglen val(ifgien)

-antType val{ant)

-prapType -val{prop)
-phyType :vaHnetif)

~channel :chan_1_
-topoinstance “topo
-agentTrace ON

-rguterfrace ON

-macTrace ON
-movementTrace OFF

for {seti{G}{ i< vai(nnj} {incr i} {
set node_( i} [ ns_ node]
-node_( i) shape "tex”
’ otion G - disable random motion

AT e N
PSR NS I

flindex [-node_(1) amay get netif_] 1] set Pt_ 5 026813807
[index [ node_{Z) array get netif_] 1] set Pt_0.028177187
flindex [ node (3} array get netf ] 1] sst Pt_0.025045265
flindex [ node_{(4) array get netif_] 1] set Pt_ 0026545268
flindex [_node_(Z) array get nedf | 1] set Pt_ 0036382539
flindex [-node_(5) aray get nelif_] 1] set Py_0.047420827
flindex | node (7) array get netif 1 1] set Pt_0.037386172
[index { node_(8) aray get netif_1 1] set Pt_C.028387435
flindex [ nede_(S} array get netif ] 1] set Pt_0.037336172
findex [ node_{1C} amay get netif ] 1] set Pt_ 0.028357435
findex [ nede _(11) array get netif_] 1] set Pt (0488533183
findex { node_(12) array get netf_] 1] set Pt_ € 043354885
findex [ nede {13} amay get netif | 1] set Pt_ 0 28813807
findex [ node_(14) array get netif ] 1] set Pt_ 0 026754342
flindex [ node (i3} array get netif ] ilsetPt_CO
flindex [ node_{19) array get netif ] 1]set PG
flingex [ node_(17) array get netf_] 1] set P_ C 02

-~

flindex [ node_(C) aay get netif_] 1] set Pt 0.43354335
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{lindex [ node_(18} array get netif ] 1] sst Pt_0.028397436
Tindex {:node_(19) array get netif_] 1] sat PY_0.0279613

[index [3node_(20) array get netif 1 1] set Pt_ 0.058530793
fiindex [‘node_(21) array get netif ] 1] set Pt_ 0.034138851
llindex [node_(22) array get netif_] 1] set P{_ 0.063420234
{lindex [:node_(23) aray get netif [ 1] set Pt_ 0.034136651
[index ["node_(24) array get netif_] 1] set Pt_ 0.028397436
[lindex [Znode_(25) array get nettf 1 1] set Pt_ 0.034135351
(iindex [ node_(25) array get netif_] 1] set Pt_ 0.025945286
flindex [:node_{27) array get netif ] 1] set Pt_0.035498457
{lindex [.node_(Z8) array get nefif_] 1] set Pt_ 0.052627392

{lindex [= nou_:ia_(gé_)) array getnetlf_] 1] set Pt_ 0.08397436

T TS T

&
#Provide X.Y.Z ceordinates forwi

-4

ﬁuts *Loading the scenario file”
source “val(scen)

#Define nodes inNtial CCRTCH in NEM

for {zet i 0} {~i < “val{nn)} {incr i} {

g Ine no
g

=4
o } N
tl

: H cnr
“ps_ initial_node

F
puts "Loading conneciion pattern”
source Jval(cp)

for {seti0} {"i < “val{nn) } {incr i} {
‘ns_ at “val{sim_duration).0 "Snode_{Si} reset”;

-3 fisg

‘ns_at val(sim_duration).

-1

1 "stop”

s

proc step § {

global ns_ tracefd
ns_ flush-+race

close “tracefd

}

puts tracefd "Trace file after meolementing Token-based Topalogy Control”
¥ % Svailx: y Svellyr p Svalip?”

puts ‘tracefd "M 0.0 nn Svak
puts _fracefd "8 0.0 sc Svaliscer) cp Svalopy”
puts ‘tracefd "M 0.0 prop Sveliprog) ant Svalianty”
pLfs ‘Staming Simuiaticn..”

S _run

T T R T T T s

i£88 nodes by leading the scen
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APPENDIX D - Linksys WRT54G Specifications
CPU Speed: 200MHz

Fiash Size: 4 Mb

RAM: 16Mb

RF Power Qutput: 18dBm max
|EEE 802.11D, IEEE 802.11g
13 Channels
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